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a b s t r a c t 

Improvements in the horizontal resolution of global ocean models, motivated by the horizontal reso- 

lution requirements for specific flow features, has advanced modelling capabilities into the dynamical 

regime dominated by mesoscale variability. In contrast, the choice of the vertical grid remains a sub- 

jective choice, and it is not clear that effort s to improve vertical resolution adequately support their 

horizontal counterparts. Indeed, considering that the bulk of the vertical ocean dynamics (including con- 

vection) are parameterized, it is not immediately obvious what the vertical grid is supposed to resolve. 

Here, we propose that the primary purpose of the vertical grid in a hydrostatic ocean model is to resolve 

the vertical structure of horizontal flows, rather than to resolve vertical motion. With this principle we 

construct vertical grids based on their abilities to represent baroclinic modal structures commensurate 

with the theoretical capabilities of a given horizontal grid. This approach is designed to ensure that the 

vertical grids of global ocean models complement (and, importantly, to not undermine) the resolution 

capabilities of the horizontal grid. We find that for z -coordinate global ocean models, at least 50 well- 

positioned vertical levels are required to resolve the first baroclinic mode, with an additional 25 levels 

per subsequent mode. High-resolution ocean-sea ice simulations are used to illustrate some of the dy- 

namical enhancements gained by improving the vertical resolution of a 1/10 ° global ocean model. These 

enhancements include substantial increases in the sea surface height variance ( ∼30% increase south of 

40 °S), the barotropic and baroclinic eddy kinetic energies (up to 200% increase on and surrounding the 

Antarctic continental shelf and slopes), and the overturning streamfunction in potential density space 

(near-tripling of the Antarctic Bottom Water cell at 65 °S). 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Ocean modelling is an exercise in subjective compromise.

Model development involves the continual reconfiguration of the

three-way balance between those processes deemed essential to

resolve, those processes deemed acceptable to parameterize (along

with the methods to do so), and finite computational resources.

Each model configuration is specifically selected for the intended

purpose of the ocean model and the dynamics of interest, and the

model output must be interpreted judiciously. Models offer valu-

able insights into numerous and specific aspects of the ocean’s cir-

culation and role in Earth’s climate, although the compromises of
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odel design mean that no single model can be a complete de-

cription of Earth’s ocean. 

Evidence of these compromises is perhaps nowhere more ap-

arent than in the selection of spatial resolution ( Griffies et al.,

0 0 0 ). The benefits of resolving the smallest length-scales are ob-

ious: the inclusion of all fluid processes with a complete and ma-

ure energy cascade permits the exact closure of the energy bud-

et (e.g., Gayen et al., 2013 ). On the other hand, the computational

xpense of resolving the smallest length-scales is prohibitive; the

omputational resources required for direct numerical simulation

tudies of laboratory scale circulations (O(1) m 

3 domain) are com-

arable with those of modern coupled climate models. Therefore,

n order to obtain a useful, manageable ocean model, a line must

e drawn as to a minimum dynamically-active length-scale and a

odel configuration selected. The art of ocean modelling is know-

ng where to draw this line. 

http://dx.doi.org/10.1016/j.ocemod.2017.03.012
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ocemod
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ocemod.2017.03.012&domain=pdf
mailto:kial.stewart@anu.edu.au
http://dx.doi.org/10.1016/j.ocemod.2017.03.012


K.D. Stewart et al. / Ocean Modelling 113 (2017) 50–65 51 

 

d  

e  

a  

C  

n  

t  

t  

e  

o  

a  

i  

t  

t  

a  

t  

i  

2

 

o  

r  

c  

e  

h  

o  

i  

t  

r  

f  

s  

g  

r  

a  

a  

t  

t  

t  

a  

t

 

c  

v  

t  

c  

i  

o  

2  

t  

a  

w  

d  

a  

r  

1  

o

(  

d  

n  

p  

g

 

t  

t

i

i  

O  

i  

e  

n  

a  

d  

s  

a  

a  

T  

t  

o  

m  

h  

g  

t  

t  

v  

v

 

m  

t  

e  

t  

w  

o  

2  

c  

T  

b  

t  

m  

s  

b  

o  

t  

fi  

t  

g  

s

 

b

K  

p  

s  

t  

1  

t  

m  

t  

W  

t  

o  

f  

b  

g  

h  

s  

m  

a  

a  
For the horizontal dimensions, the ubiquity of mesoscale ed-

ies and their profound contributions to the ocean’s kinetic en-

rgy (e.g., Ducet et al., 20 0 0; Wunsch, 20 07; McWilliams, 20 08 )

nd general circulation (e.g., Hallberg and Gnanadesikan, 2006;

hassignet and Marshall, 2007; Waterman et al., 2011 ) provide a

atural principal objective for model horizontal grid spacing, and

hus, resolution requirements. The rotating and stratified nature of

he ocean means that the dominant spatial scales of mesoscale

ddies is largely reflected by the first baroclinic Rossby radius

f deformation, L 1 . Resolving the ocean processes and variability

t the L 1 -scale extends the dynamical functionality of the model

nto a regime suitable for short-term forecasting and many opera-

ional applications, as well as mesoscale eddy-mean-flow interac-

ions and the associated inverse cascade of energy. Thus, L 1 serves

s a convenient target length-scale for the refinement of horizon-

al resolution, motivating efforts to ensure the horizontal grid spac-

ng is some predetermined fraction of L 1 (e.g., Griffies and Treguier,

013; Hallberg, 2013 ). 

For the vertical resolution, no equivalent quantifiable principal

bjective exists. Studies examining the effects of altering vertical

esolution demonstrate the fundamental influence it has on ocean

irculation (e.g., Adamec, 1988; Weaver and Sarachik, 1990; Barnier

t al., 1991 ), although these effort s are far less mature than their

orizontal resolution counterparts. Additionally, there is no obvi-

us indication that a given vertical grid is sufficient for represent-

ng the dynamics resolved by the horizontal grid. In other words,

here is presently no way to determine whether dynamics that are

esolved horizontally can be resolved vertically, meaning the ef-

orts to refine the horizontal resolution up to and beyond the L 1 -

cale are potentially being undermined by an inadequate vertical

rid. Methodologies to ensure consistent vertical and horizontal

esolution capabilities exist for atmospheric models (e.g., Lindzen

nd Fox-Rabinovitz, 1989; Roeckner et al., 2006 ), however such

n approach for ocean models is yet to be formulated. Developing

his methodology is the primary motivation for this paper. We aim

o ascertain the vertical resolution requirements for ocean models

hat are based on the theoretical capabilities of the horizontal grid,

nd to use these requirements to guide the construction of a ver-

ical grid that is at least as good as the horizontal grid. 

In order to establish resolution requirements we must first

onsider the processes that we are attempting to resolve. Vertical

elocities throughout the ocean interior ( w ≈ O(10 −5 ) m s −1 ) are

ypically 4–5 orders of magnitude smaller than their horizontal

ounterparts ( u, v ≈ O(1) m s −1 ); this is in part due to constraints

mposed by Earth’s rotation, the ocean stratification and the

cean’s geometrical aspect ratio ( Mahadevan, 2006; Thomas et al.,

007 ). Based on these typical background vertical velocities, main-

aining a stable Courant number ( C ) 1 for horizontal grid spacings

imed at resolving L 1 ( �x, �y ∼ O(10) km) calls for a vertical grid

ith typical spacing no less than �z of O(10) m. Arguably more

ynamically important than the background geostrophic motion

re specific, localized vertical flows, such as the rapid diurnal

estratification of the surface mixed layer (e.g., Brainerd and Gregg,

993; Bernie et al., 2005 ) or the convective sinking of dense

verflows, exhibiting velocities reaching upwards of O(10 −3 ) m s −1 

e.g., Legg, 2012; Phillips and Bindoff, 2014 ). A vertical grid that is

esigned to be numerically stable for the background motions will

ot be adequate for these vitally important but highly-localized

rocesses (often too localized to be resolved by the horizontal

rid). 

At present, the standard design of a vertical grid is one where

he vertical grid spacing is a function of depth, with fine spac-
1 Courant number C = u �t / �x, v �t / �y, and w �t / �z , where �x, �y and �z are 

he longitudinal, latitudinal and vertical grid spacings, respectively, and �t ≈ 1800 s 

s the model timestep typical of L 1 -scale global models. 

d

 

m  

i  
ng of O(1–10) m at the ocean surface and coarser spacing of

(100) m below the pycnocline, reflecting the current understand-

ng of the different ocean processes at these depths (e.g., Treguier

t al., 1996 ). Despite this effort to acknowledge the different dy-

amical regimes, neither the fine surface resolution nor coarse

byssal resolution are adequate for resolving the dominant vertical

ynamics at either of these levels, requiring that these processes

till be parameterized through enhanced vertical eddy viscosities

nd diffusivities, convective adjustment, and numerous surface-

nd bottom-intensified schemes. Indeed, this issue led Griffies and

reguier (2013) to hypothesise: “Physical parameterizations, more so

han vertical coordinates, determine the physical integrity of a global

cean climate simulation. ” That is, the bulk of the oceanic vertical

otions are parameterized. Bearing this in mind, we should now

ave a better sense for the primary purpose of the ocean vertical

rid : it is not to necessarily resolve the vertical motions, but rather

o resolve the vertical structure of the horizontal motions . Therefore,

he objective for constructing a vertical grid is a function of the

ertical complexity of the horizontal velocities. Characterizing this

ertical complexity is fundamental to choosing the vertical grid. 

Horizontal velocities can be expressed as a superposition of

utually orthogonal vertical eigenmodes. The vertical structure of

he horizontal velocities will be at least as complicated as these

igenmodes. For the ocean, the shape of these eigenmodes form

he basis functions of the baroclinic modes, and depends on the

ater depth and stratification, allowing them to be estimated from

bservations and global hydrography (e.g., Wunsch, 1997; Smith,

007 ). The characteristic horizontal length-scale of the m -th baro-

linic mode is reflected by the mode- m deformation radius, L m 

.

hese deformation radii are largest for L 1 and decrease for higher

aroclinic modes, meaning a given horizontal grid can only support

he fundamental modal dynamics of a finite number of baroclinic

odes. It follows that the vertical grid should be designed to re-

olve the baroclinic modal structure of the highest mode supported

y the horizontal grid. For example, based on Hallberg (2013) , an

cean model with ∼1/4 ° horizontal resolution should have a ver-

ical grid designed to resolve the vertical structure of at least the

rst baroclinic mode. Equivalent calculations for horizontal resolu-

ion requirements of higher baroclinic modes calls for the vertical

rids of ∼1/10 ° ocean models to be designed to resolve the vertical

tructure of the second baroclinic mode. 

Following Chelton et al. (1998) and Ferrari et al. (2010) , the

aroclinic modal structure can be approximated with the Wentzel–

ramers–Brillouin method (WKB; detailed in Section 2 ). It is im-

ortant to note that the presence of bottom topography, the free-

urface, and non-uniform stratification violates the conditions for

he strict validity of the WKB approximation ( Hallberg and Rhines,

996; Chelton et al., 1998 ), meaning the actual ocean horizon-

al velocity field is likely to be more complicated than the WKB

ethod suggests. Also, topographic slopes and mean flows affect

he baroclinic modal structure and are taken into account by the

KB method (e.g. Tailleux, 2003; Hunt et al., 2012 ). Nevertheless,

he WKB approximation provides an indication of the lower limit

f the complexity of the vertical structure of the horizontal flows,

rom which minimum requirements for the vertical resolution can

e formulated. This approach has the advantage that the vertical

rid can be tailored to the theoretical resolution capabilities of the

orizontal grid; that is, if the horizontal grid is designed to re-

olve dynamics at the mode- m baroclinic deformation radius, this

ethodology ensures the vertical grid can do the same. Addition-

lly, this methodology provides an objective means to quantify the

bility of a given vertical grid to resolve baroclinic mode- m and

irectly compare this with other vertical grids. 

The goals for this paper are twofold. Firstly, we introduce a

ethodology for objectively constructing ( Section 2 ) and compar-

ng ( Section 3 ) vertical grids that is based on hydrography and
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Fig. 1. A map for the locations of the ∼18,0 0 0 CTD casts used here. The south Pacific section boxed in red is P15 used to generate the transects of Fig. 2 . This image was 

generated with the Ocean Data View software program ( Schlitzer, 2015 ). (For interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 
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theoretical resolution capabilities of the horizontal grid. Secondly,

we illustrate some of the important dynamical benefits realised

by improving vertical resolution in a 1/10 ° global ocean model

( Section 4 ). For the first goal, we employ observational hydro-

graphic data to estimate a lower-bound for the vertical complexity

of the horizontal flows. This estimate guides the development of

minimum resolution requirements for a vertical grid that comple-

ments (and, importantly, does not undermine) the horizontal grid.

Our approach suggests that at least 50 well-positioned vertical lev-

els are required for a z -coordinate global ocean model to resolve

the first baroclinic mode, with subsequent modes requiring at least

an additional 25 levels each. For the second goal, we compare fun-

damental aspects of the global ocean circulations from two 1/10 °
global ocean-sea ice simulations; one using a pre-existing 50 level

vertical grid, and one using a new, objectively-constructed 75 level

vertical grid. This comparison is designed to highlight the leading-

order influence that vertical resolution has on the global circula-

tion of a 1/10 ° ocean model. We demonstrate that improving the

vertical resolution for this level of horizontal resolution increases

the sea surface height variability and eddy kinetic energy at all

depths, especially near topography, facilitating an increase in deep-

water formation and sinking and, subsequently, the global over-

turning circulation. 

2. Constructing vertical grids for global ocean models 

This section begins by detailing the approach to characterize

the vertical structure of the ocean from global hydrography, and

thereby establish the vertical resolution requirements of a given

baroclinic mode. We then describe the technique for constructing

the vertical grid to meet these resolution requirements, and finally

develop a series of grids based on global hydrography. 

2.1. Establishing vertical resolution requirements 

2.1.1. Hydrographic data 

To establish the vertical resolution requirements for global

ocean models we must first determine the vertical complexity of

horizontal flows in the global ocean. The baroclinic modal structure
f the global ocean provides a lower-bound estimate of this verti-

al complexity, and can be calculated from highly resolved profiles

f ocean stratification. For this stratification we employ full-depth

igh-resolution profiles of in situ temperature and salinity from ap-

roximately 18,0 0 0 CTD casts of the World Ocean Circulation Ex-

eriment (WOCE, Fig. 1 ). These data were collected by 475 cruises

etween 1988 and 1998 and provide an almost global represen-

ation of ocean hydrography (although there is no data from the

rctic Ocean, Canadian Archipelago, Baffin Bay, or Greenland, Ice-

and and Norwegian Seas). The vertical grid spacing of these pro-

les is approximately 4 m on average, but is irregular and varies

ithin and between casts, with a lower limit of 0.1 m, and an av-

rage of 712 data points per cast. For our purpose, these data are

onsidered representative of the hydrography for the global ocean;

stablishing the vertical resolution requirements for regional ocean

odels should incorporate more localized hydrographic observa-

ions. 

These data are downloaded from the Electronic Atlas of WOCE

ata website (eWOCE; www.ewoce.org , Schlitzer, 20 0 0 ). The Ocean

ata View software program (ODV; Schlitzer, 2015 ) is used to ini-

ially explore the data and export potential temperature and salin-

ty as a NetCDF file. Once in NetCDF form, the python implemen-

ation of the Gibbs SeaWater Oceanographic Toolbox TEOS-10 soft-

are package (GSW, version 3.0.3; IOC et al., 2010 ) is used to cal-

ulate the Conservative Temperature � ( °C) and Absolute Salinity

 A (g kg −1 ; Fig. 2 a,b). 

.1.2. Determining the vertical complexity 

The approach presented here is based on being able to char-

cterize a minimum level of complexity for the vertical structure

f the horizontal velocities. One such estimate of this minimum

omplexity is obtained using the WKB method for approximating

aroclinic modes. A brief description of the WKB methodology is

resented here; for a more complete review we refer to Chelton

t al. (1998) and Ferrari et al. (2010) , and references therein. 

The squared buoyancy frequency N 

2 (s −2 ; Fig. 2 c) can be calcu-

ated from vertical profiles of � and S A as, 

 

2 = g 

(
α� ∂�

∂z 
− β� ∂ S A 

∂z 

)
, (1)

http://www.ewoce.org


K.D. Stewart et al. / Ocean Modelling 113 (2017) 50–65 53 

Fig. 2. Transects through the south-western Pacific (P15, approximately 170 °W) of (a) Conservative Temperature �, (b) Absolute Salinity S A , (c) squared buoyancy frequency 

N 2 , and (d–f) the basis functions R m of the first 3 baroclinic modes. For (d–f), the modal zero crossings h m, K are contoured in black (recall there are a total of m zero crossings 

for mode- m ). The shallowest mode-2 zero crossing in (e), h 2, 1 , is the term calculated for the 1/4 ° World Ocean Atlas 2013 and shown in Fig. 3 . The large topographic feature 

to the north of 45 °S is Chatham Rise. 

w  

(

(  

c  

fi

 

m  

d

here g (m s −2 ) is the acceleration due to gravity, z is the depth

m, negative downwards, z = 0 at surface), and α� ( °C 

−1 ) and β�

kg g −1 ) are the thermal expansion and saline contraction coeffi-

ients, respectively, where the superscript � indicates these coef-

cients are calculated with the TEOS-10 ( IOC et al., 2010 ). 

c

From Chelton et al. (1998) , the WKB approximation gives the

ode- m baroclinic wavespeed, c m 

(m s −1 ), as a function of the

epth-integrated buoyancy frequency, 

 m 

≈ 1 

mπ

∫ 0 

N dz, (2) 

−H 
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where H (with units m) is the ocean bottom depth, with −H ≤ z ≤
0 the range for the vertical coordinate. Following Hallberg (2013) ,

this wavespeed c m 

can be used to estimate the deformation radius

of the mode- m L m 

as, 

L m 

= 

√ 

c 2 m (
f 2 + 2 βc m 

) , (3)

where f (s −1 ) is the Coriolis parameter and β = ∂ f/∂ y (m 

−1 s −1 )

is its meridional derivative. Expressed in this form the deforma-

tion radius remains latitudinally smooth across the Equator, unlike

alternative definitions which require an arbitrary transition zone

at low latitudes (e.g., Chelton et al., 1998 ). The mode- m baroclinic

wavelength λm 

(with units m) is related to the mode- m deforma-

tion radius L m 

by a factor of 2 π , as, 

λm 

= 2 π L m 

. (4)

The horizontal grid spacings ( �x , �y ) of global ocean models

are typically non-uniform and vary spatially (especially with lati-

tude), making it convenient to represent the model horizontal res-

olution by the model effective horizontal grid spacing ˜ � (with

units m; e.g., see Hallberg, 2013 ), given as, 

˜ � = 

√ 

( �x 2 + �y 2 ) 

2 

. (5)

Resolving the mode- m baroclinic wavelength with a discrete, non-

spectral horizontal grid requires the model effective horizontal grid

spacing to be, 

˜ � ≤ a λm 

, (6)

where a is a scaling threshold that is no larger than 1/2 π (e.g.

Griffies and Treguier, 2013; Hallberg, 2013 ) or perhaps even smaller

(e.g. Soufflet et al., 2016 ). That is, there needs to be at least 2 π
grid points per baroclinic wavelength. Taking this upper bound of

a = 1 / 2 π we can rewrite Eq. (6) in terms of the baroclinic mode- m

deformation radius, requiring the effective horizontal grid spacing
˜ � to be, 

˜ � ≤ L m 

. (7)

Irrespective of the exact value of a required for effective resolution,

it is common practice to use the ratio L m 

/ ̃  � to compare the relative

resolution capabilities of different horizontal grids. 

From Ferrari et al. (2010) , the buoyancy frequency and

wavespeed are used to calculate the WKB approximation for R m 

( z ),

the non-dimensional basis function for the horizontal velocity of

baroclinic mode- m , as, 

R m 

(z) ≈ −
(

c m 

N(z) 

g 

)
cos 

(
1 

c m 

∫ z 

−H 

N(z) dz 

)
. (8)

These basis functions R m 

serve to estimate the minimum com-

plexity of the vertical structure of the baroclinic mode- m hori-

zontal velocity ( Fig. 2 d–f). Resolving the vertical structure of these

modes is the primary purpose of the vertical grid, and knowledge

of this modal structure provides guidance for constructing the ver-

tical grid. 

2.1.3. Resolving the modal structure 

Resolving a baroclinic mode with a discrete vertical grid re-

quires the vertical positions of the modal zero crossings, as well

as the modal peaks and troughs, to be accurately represented. One

can approach this exercise as if discretizing a continuous sine wave

with a finite number of irregularly spaced points. Having at least

six points per wavelength permits interpolation between points to

locate peaks, troughs and zero crossings with functions of order

greater than linear. Thus, here we require the vertical grid to have

at least three grid points between modal zero crossings (indicated
y black contours in Fig. 2 d–f), which is equivalent to having at

east six points per wavelength. For each baroclinic mode- m there

xist m zero crossings; here, we refer to the vertical position of

he K -th zero crossing of the mode- m basis function as h m, K (with

nits m), defined to be negative, where h m , 1 is the shallowest zero

rossing and h m, m 

is the deepest zero crossing of mode- m . To en-

ure that at least three grid points lie between the zero crossings

t h m, n and h m,n −1 , the vertical grid spacing at vertical position

 m, n must be at most one-third of the distance between these zero

rossings. That is, the vertical grid spacing �z at position h m, n is,

z(h m,n ) ≤ h m,n −1 − h m,n 

3 

. (9)

dditionally, the criterion for at least three grid points between

ero crossings also applies at the ocean bottom H and the surface,

z(H) ≤ h m,m 

+ H 

3 

& �z(h m, 1 ) ≤ −h m, 1 

3 

. (10)

These requirements provide upper bounds for �z as a func-

ion of the zero crossing vertical positions. That is, these con-

traints provide a set of positions ( h m, K ) and the largest spacing

hat the vertical grid can be at these positions ( �z ( h m, K )) in or-

er to resolve baroclinic mode- m . These resolution requirements

 h m, K , �z ( h m, K )) guide the construction of the vertical grid, and

hey can be tailored to match the mode- m resolution capabilities

f a given horizontal grid. 

Fig. 3 is a visual representation of the field h m, K , offering in-

ight into the relative vertical resolution requirements for differ-

nt regions: where h m, K is shallow (deep), the vertical grid spacing

hould be relatively small (large). It depicts the spatial distribution

f the shallowest mode-2 zero crossing position, h 2, 1 , developed

rom the climatological annual mean temperatures and salinities of

he 1/4 ° World Ocean Atlas 2013 (WOA13; Locarnini et al., 2013;

weng et al., 2013 ). It is initially obvious that this field is small-

st in shallow regions (on continental shelves and plateaus). The

 2, 1 zero crossing is also shallow in regions associated with rel-

tively strong stratification (e.g., low latitudes and polar regions).

hese are regions where the vertical structure and complexity of

he horizontal flows tend to be concentrated towards the upper

cean, requiring finer vertical grid spacing to resolve their dy-

amics. Regions where h 2, 1 is deeper (midlatitude gyres, subpo-

ar North Atlantic and the Antarctic Circumpolar Current) are re-

ions typically associated with low mode- m baroclinic flows. In-

erestingly, there is no evidence of the strong latitudinal depen-

ence observed in equivalent figures relating to the horizontal res-

lution requirements (e.g., Fig. 1 of Hallberg, 2013 ). Instead, the

actors with the greatest influence on h m, K (and thus the vertical

esolution requirements for modal structures) are the ocean depth

nd stratification, with the latter indicating a seasonal dependence

o the vertical resolution requirements. Note that this seasonality

f the stratification suggests finer resolution requirements during

he summer, implying that the summer-biased observations of high

atitudes will tend to over-estimate the vertical resolution require-

ents for other times of the year. The regional variations of h m, K 

s not conducive to a globally prescribed vertical grid, meaning a

lobal ocean model will require a higher number of vertical levels

han its regional counterpart. 

.2. Constructing a vertical grid 

The exercise now is to develop a vertical grid guided by the

ndings from Section 2.1 . Following Treguier et al. (1996) , this

rid will have smoothly-varying vertical grid spacing that increases

onotonically with depth. Constructing the grid is not trivial and

t is useful to consider this exercise as a sequence of distinct steps,

ach relating to different aspects of the vertical grid. A convenient
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Fig. 3. The vertical position of the shallowest mode-2 zero crossing ( h 2, 1 ), calculated from the climatological annual mean of temperatures and salinities from the 1/4 ° World 

Ocean Atlas 2013. This field is representative of the relative vertical resolution requirements of the mode-2 dynamics; where h 2, 1 is shallow (deep), the required vertical 

grid spacing refines (coarsens). The factors with the greatest influence on h m, K (and thus the resolution requirements) are the ocean depth and stratification. 

Fig. 4. A schematic depicting the steps used here to build the vertical grids, as detailed in Section 2.2 . The item of interest for each step is shown in orange. The step to 

discretize the function (#6) is expanded upon in Fig. 5 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this 

article.) 
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epresentation of the vertical grid is the ( z , �z )-space, which we

se to schematically depict the steps for constructing a vertical

rid (each step below being explicitly represented in Fig. 4 ). 

1. Select the surface grid spacing: �z min 

We begin by selecting the vertical grid spacing at the ocean sur-

face. This will be the minimum vertical grid spacing and is re-

ferred to as �z min ( Fig. 4 , panel 1). The selection of �z min is

predominantly based on surface processes of interest, such as

surface fluxes, the diurnal radiation and/or surface mixed-layer

restratification cycles (e.g., Brainerd and Gregg, 1993; Bernie
et al., 2005 ), rather than the ability of the vertical grid to re-

solve a given baroclinic mode. Leading global ocean models

presently have �z min = O(1) m ( Hewitt et al., 2016 ), which is

where we base our selection of surface grid spacing. 

2. Select the abyssal grid spacing: �z max 

The next decision is the vertical grid spacing for the abyssal

ocean. As the vertical grid spacing increases monotonically with

depth, the abyssal grid spacing �z max represents the coarsest

vertical resolution in the domain ( Fig. 4 , panel 2). Dynamics

to consider when selecting �z max include the representation of

dense abyssal overflows (e.g., Legg, 2012 ), bottom-trapped to-
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Fig. 5. Step #6 of Section 2.2 is the discretization of the analytical function for the 

vertical grid spacing with depth, �z ( z ) ( Eq. (11) ). This step is broken into four steps, 

6a–d. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

pographic Rossby waves (e.g., Rhines, 1970 ), and lee waves and

tidal generated waves (e.g., Melet et al., 2014; Naveira Gara-

bato et al., 2004 ). Another consideration is the grid aspect ratio

(vertical-to-horizontal grid spacings, which bounds the topo-

graphic slope angle) and how this relates to typical critical an-

gles for internal gravity waves (e.g., MacKinnon et al., 2013 ). It

is important to note that �z max is the grid spacing at the ocean

bottom only where the model ocean is deepest; in shallower

regions, such as on continental shelves, slopes, and oceanic

ridges, the vertical grid spacing at the ocean bottom is less than

�z max . Also, the use of partial bottom cells (e.g., Adcroft et al.,

1997; Pacanowski and Gnanadesikan, 1998 ) means the bottom-

most cell is not constrained to be �z max nor one of the pre-

allocated �z values. This added flexibility is designed to assist

in the representation of bottom dynamics, and, in general, is

not expected to enhance the ability of a given vertical grid to

resolve the baroclinic modal structure. Therefore, for the pur-

poses here, we are not considering the effects of partial bottom

cells (although they are included in the global simulations de-

tailed in Section 4 ). Following the lead of present global ocean

models ( �z max = 200–250 m), we select �z max = O(100) m as

our abyssal grid spacing. 

3. Select the maximum ocean depth: H max 

The maximum depth of the model ocean, here referred to as

H max ( Fig. 4 , panel 3), is a decision likely determined by the

quality of the bathymetric dataset and the importance of deep

and abyssal watermasses to the processes of interest. In select-

ing H max one should be wary of opting to go too shallow. Ocean

regions deeper than H max are truncated and represented in the

model as flat plains of depth H max . Such topographic trunca-

tion can occupy large regions; typically, these include the Aleu-

tian, Admundsen, Argentine, Bellingshausen, Ceylon, Enderby

and Weddell Basins. The dynamical consequences of this trun-

cation should not be overlooked; without bathymetric features

the deep eddy energy becomes isotropic and behaves as f -plane

turbulence, unlike the typical strongly anisotropic bottom vari-

ability that aligns with f / H contours ( Stewart et al., 2015 ). Ad-

ditionally, the capacity of the ocean volume beneath H max to

store heat is absent from models, which presents a problem for

long-term climate simulations with relatively shallow oceans.

Leading global ocean models employ H max values approaching

∼60 0 0 m ( Hewitt et al., 2016 ), which we adopt here. 

4. Select the target baroclinic mode- m and establish resolution

requirements: ( h m, K , �z ( h m, K )) 

Once the values for �z min , �z max and H max have been selected,

we need to decide on the highest baroclinic mode that we are

attempting to resolve. This decision will largely be based on

the resolution capabilities of the horizontal grid, i.e. the largest

mode- m for which the ratio L m 

/ ̃  � is acceptable (e.g., Hallberg,

2013 ). Upon deciding this mode- m , we obtain the baroclinic

mode- m resolution requirements as per Section 2.1 . It is use-

ful to represent these requirements in a paired format compris-

ing a zero crossing vertical position, h m, K , and the upper limit

of vertical grid spacing for this position, �z ( h m, K ). The global

set of these pairs ( h m, K , �z ( h m, K )) are depicted schematically in

Fig. 4 panel 4 for ( z , �z )-space. The set of pairs ( h m, K , �z ( h m, K ))

tend to populate a coherent region with an upper bound at

�z(z = h m, 1 ) = −h m, 1 / 3 (from Eq. (10) ). Representing these res-

olution requirements in this way provides guidance for con-

structing the vertical grid: in order to meet the requirements

of Section 2.1 , the vertical profile of grid spacing with depth

must lie to the left of all pairs ( h m, K , �z ( h m, K )) in ( z , �z )-space.

5. Select a functional form: �z ( z ) 

The next step is to select a smooth functional form for �z ( z )

( Fig. 4 , panel 5). The chosen function must cross through z = 0

at some small positive value �z(0) = ε where 0 < ε ≤ �z min 
(the reason for this �z(0) = ε requirement becomes apparent

in the discretization step); note that for this step it is not neces-

sary to require that �z(0) = �z min . At depth, the chosen func-

tion will tend smoothly towards �z max as it approaches H max ,

and discontinuities in �z ( z ) must be avoided for all depths (see

Treguier et al., 1996 ). The function should lie to the left of the

( h m, K , �z ( h m, K )) pairs in ( z , �z )-space. 

For the purposes here, and the global eWOCE data described

in Section 2.1 , it is apparent that a hyperbolic tangent would

satisfy the mode-1–3 resolution requirements; however, when

developing vertical grids for specific regions or for targeting

higher-order baroclinic modes, alternative functional forms may

be preferable. The function employed here is (recall −H max ≤
z ≤ 0 ), 

�z(z) = �z max tanh 

( −zπ

s h H max 

)
+ ε, (11)

where s h ( ≈ 1.0) is a dimensionless scaling parameter for ad-

justing the “knee”-depth of the hyperbolic tangent (i.e. increas-

ing s h steepens the profile). Here we use ε = 10 −3 m. 

6. Discretize the vertical grid: �z [ k ] 

Once a smooth continuous function for �z ( z ) has been selected,

it needs to be discretized into a pair of vectors z [: ] and �z [:

], the lengths of which are not prescribed. This process is not

trivial and involves an iterative procedure ( Fig. 5 ): 

(a) Discretizing the vertical grid begins at the surface where we

already know z = 0 and �z(0) = ε. These values form the

first entries in the vectors z [: ] and �z [: ], respectively, so

that z [1] = 0 and �z [1] = ε ( Fig. 5 a). 

(b) The second entries in the z [: ] and �z [: ] vectors oc-

cur at the point where �z(z) = −z ( Fig. 5 b). The criteria

that �z(0) = ε > 0 and �z(H max ) < H max means the func-
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a  

m  

a  

c  
tion �z ( z ) must intersect the line −z = �z for some value

of z . For the function employed here, this value can be de-

termined analytically from Eq. (11) , such that z[2] = −�z [2] .

(c) Calculating the third entries of z [: ] and �z [: ] is more com-

plicated. From the vertical position of z = z[2] , we gradually

step along the function until we reach a position z † , where

�z(z † ) = z[2] − z † . (12)

This procedure can be automated to satisfy the expression:

�z(z † ) − z[2] + z † = 0 . (13) 

Once this expression is satisfied, z † and �z ( z † ) become

the values for z [3] and �z [3], respectively, such that

�z [3] = z[2] − z[3] ( Fig. 5 c). 

(d) Subsequent entries for z [: ] and �z [: ] follow on from the

procedure to calculate z [3] and �z [3]. From each vertical

position z [ k ], we step along the function to a position z †

that satisfies the expression: 

�z(z † ) − z[ k ] + z † = 0 . (14) 

These subsequent values of z † and �z ( z † ) become z[ k + 1]

and �z [ k + 1] , respectively, continuing the sequence

( Fig. 5 d), 

�z [ k + 1] = z[ k ] − z[ k + 1] . (15) 

This iterative process continues until the depth of z [ k ] sur-

passes the maximum depth H max and the procedure is ter-

minated. Note that the number of iterations required for z [:

] to reach H max is not prescribed. 

7. Adjust the origin for: �z [1] = �z min 

Once the function is discretized beyond the depth H max , at-

tention is returned to the top of the z [: ] and �z [: ] vec-

tors. Initially, for the purposes of discretization we prescribed

�z [1] = ε, however we would prefer �z [1] to be closer to

�z min . For this purpose we search through the �z [: ] vector

to identify the largest entry satisfying �z [:] < �z min . Entries

prior to this, and their corresponding entries in the z [: ] vector,

are then removed, effectively adjusting the origin of the grid

such that z[1] = 0 and �z [1] ≈ �z min ( Fig. 4 , panel 7). Occa-

sionally, this vertical shift reduces the maximum depth of the

vertical grid to an undesired depth, in which case it is useful to

recommence the iterative stepping until z[ k ] < −H max is again

surpassed. 

his algorithm does not prescribe a total number of vertical lev-

ls. Rather, the total number of levels is a derived quantity that

s controlled by the choices of �z min , �z max , H max , the functional

orm of the vertical grid, and the number of baroclinic modes to

e resolved. In the event that the iterative process returns an un-

cceptable number of levels, one or more of these factors must be

djusted and the algorithm repeated. 

.3. Vertical grids based on global hydrography 

Here, we construct four vertical grids with varying resolution

apabilities based on the modal structure of the first three baro-

linic modes. These are referred to as KDS50, KDS65, KDS75 and

DS100, indicative of the number of vertical levels in each grid.

he KDS50 and KDS75 are developed for comparison with existing

0 and 75 level z -coordinate ocean grids, and target the baroclinic

odes m = 1 and m = 2 , respectively. KDS65 is designed so as to

ave the modal structure resolution capabilities of the leading ex-

sting 75 level grid but with the least number of levels possible.

he KDS100 is presented as a high-resolution option that extends

he existing mode-1 resolution capabilities to mode-3. 
From the eWOCE data described in Section 2.1 , the vertical pro-

les of Conservative Temperature � and Absolute Salinity S A are

sed to calculate the squared buoyancy frequency N 

2 as per Eq.

1) . Representative transects of the �, S A and N 

2 fields from the

outh-western Pacific Ocean (WOCE Section P15) are presented in

ig. 2 a–c. The bulk of the � and S A structure is concentrated in the

pper 10 0 0m where N 

2 is largest. Beneath this depth the � and S A 
elds are comparatively homogeneous and N 

2 is small. 

This vertical partition in strength of the stratification is re-

ected by the zero crossing h 1, 1 depth of the first baroclinic mode

asis function R 1 (black contour of Fig. 2 d). This mode-1 basis

unction and zero crossing exhibits a horizontal coherence, with

he largest variation associated with major topographic features

e.g., near Chatham Rise, ∼20 °S and ∼15 °S). The spatial coher-

nce remains evident in the basis functions of the higher modes

 Fig. 2 e–f). For modes m = 2 and m = 3 , the shallower zero cross-

ngs exhibit less variance than their deeper counterparts. Again,

he largest variations of h m, K are located in regions near major to-

ographic features. 

The depths of h m, K and H (contours and bathymetry of Fig. 2 d–

) are calculated as well as the vertical distances separating them.

hese values are used in Eqs. (9) and (10) to define the verti-

al grid spacings �z at h m, K and H necessary to ensure there

re at least three grid points between zero crossings. Each pair

f ( h m, K , �z ( h m, K )) are plotted in ( z , �z )-space for the baroclinic

odes 1–3 ( Fig. 6 ). Also shown are profiles of the vertical grid

pacing for the nine vertical grids examined here. These are the

our new, objectively-constructed KDS-series vertical grids, and five

re-existing vertical grids of global z -coordinate models with ef-

ective horizontal grid spacings smaller than 1/10 °: the 51 level

cean Forecasting Australia Model grid (OFAM; Oke et al., 2012 );

he 46 and 75 level grids developed by the DRAKKAR consor-

ium ( The DRAKKAR Group, 2007 ) for the Nucleus for European

odelling of the Ocean platform (NEMO; Madec, 2008 ); the 50

evel grid developed by the NOAA/GFDL for use with the Modu-

ar Ocean Model version 5 (MOM5; Delworth et al., 2012; Griffies

t al., 2015 ); and the 90 level grid recently developed for the LLC

ierarchy of global ocean-sea ice simulations (where LLC refers to

atitude-longitude-polar cap; e.g., Rocha et al., 2016 ) using the MIT-

cm ( Marshall et al., 1997; Hill et al., 2007 ). These pre-existing

rids are referred to here as OFAM51, NEMO46, NEMO75, GFDL50,

nd LLC90, respectively. As a qualitative test of whether a vertical

rid meets the resolution requirements set out in Section 2.2 for a

iven baroclinic mode- m (i.e., having at least three grid points be-

ween zero crossings of mode- m globally), its vertical grid spacing

rofile must lie to the left (smaller �z ) of the data points in Fig. 6 .

oints in Fig. 6 that lie to the left of a given vertical grid spacing

rofile represent locations where that particular vertical grid has

ess than three grid cells between modal zero crossings; these loca-

ions predominantly occur in shallow regions (especially continen-

al shelves) where particularly high vertical resolution is needed. It

s interesting to note how well the vertical grid spacing profiles of

he pre-existing vertical grids reflect the general form of the reso-

ution requirements of Section 2.2 , in spite of having been devel-

ped without these objective requirements in mind. From Fig. 6 a,

t is apparent that at least 50 well-positioned vertical levels are re-

uired to meet the resolution requirements of Section 2.2 for the

rst baroclinic mode. 

. Comparing vertical grids 

The direct comparison of vertical grids in ocean models is not

 trivial task. Traditionally, sensitivity studies compare a suite of

odel configurations run with a range of resolutions, and evalu-

te the influence of resolution based on the presence, absence, or

haracteristics of specific flow features (e.g., Adamec, 1988; Weaver
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Fig. 6. The grid spacing �z requirements given by Eqs. (9) & (10) for baroclinic mode-1 (a), mode-2 (b), and mode-3 (c). The maximum grid spacing permitted at the ocean 

bottom H is shown in cyan, at h m , 1 in black, at h m , 2 in yellow, and at h m , 3 in magenta. Profiles of the vertical grid spacing for the GFDL, NEMO, LLC and KDS grids are 

included for reference. The left column shows the full depth; the right focuses on the upper 800 m. Note the abscissa limits (300 & 80 m) omit deeper regions where �z ( H ) 

is off-scale; this is less of an issue for the higher modes where �z ( H ) is smaller. (For interpretation of the references to colour in this figure legend, the reader is referred to 

the web version of this article.) 
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and Sarachik, 1990 ). Here, we are attempting to compare the rel-

ative capabilities of different vertical grids to resolve the verti-

cal structure of horizontal flows in state-of-the-art global ocean

models. This structure is influenced by the ocean stratification and

bathymetry, both of which depend on the vertical resolution it-

self. Additionally, a representative level of complexity in the ver-

tical structure requires a richness of bathymetry that can only be

achieved with a global ocean model domain. The practicalities in-

volved in setting up a dynamic test to compare a suite of verti-

cal grids are prohibitive. Instead, here we adopt a hierarchal ap-

proach to comparing vertical grids. The first stage is a static test

that quantifies and compares the ability of several vertical grids to

a  
esolve the baroclinic modal structures estimated from global hy-

rographic data. The second stage uses a 1/10 ° global ocean-sea ice

odel to assess the dynamical benefits of employing an improved

ertical grid ( Section 4 ). 

.1. Methodology 

We begin with a static test that uses the aforementioned

WOCE hydrographic data ( Section 2.1 ) to estimate a lower bound

f complexity for the vertical structure of the horizontal velocity

eld. The high-resolution fields for �, S A and basis functions R WOCE 
m 

re developed from the eWOCE hydrography. These eWOCE fields
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Fig. 7. Profiles of the vertical grid spacing �z with depth for the grids developed and compared here. The boxed region in the left panel is expanded upon the right panel. 
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emain at the unstructured locations of the hydrographic data; this

igh-resolution, irregular-spacing of the CTD data is important be-

ause regularly spaced or gridded data (such as the WOA13) does

ot provide an unbiased hydrography field, and comparisons to it

re overly influenced by the vertical grid of the hydrography and

ts resemblance to the test grid, as opposed to the hydrographic

ata itself. The � and S A hydrographic data are then linearly inter-

olated onto the test vertical grids, where the test basis functions

re calculated, and then compared with the eWOCE basis func-

ions. 

This procedure uses the methodologies of Eqs. (1) , (2) & (8) to

alculate the basis functions R m 

for the first 3 baroclinic modes

f each cast interpolated onto the test grids. The depths of the

 = 1–3 modal zero crossings are noted for comparison with the

WOCE zero crossing depths and other test grids. The test basis

unctions are then re-interpolated back onto the eWOCE cast data

evels for a direct comparison with the eWOCE fields. The global

ean relative errors of the basis functions, E(R m 

) , and zero cross-

ng depths, E(h m,K ) , for each mode m = 1–3 are calculated and

ompared for the different test grids. These two errors quantify

he vertical interpolation errors of the mode- m basis functions and

ero crossing depths, respectively. The first is calculated as the

hickness weighted average of the difference between the test ba-

is functions R m 

and the eWOCE basis functions R WOCE 
m 

as, 

(R m 

) = 

√ 



[ (

R m 

− R 

WOCE 
m 

)2 
�z 

] 

�z 

. (16) 

he second is the global average of the absolute difference be-

ween the test h m, K and eWOCE h WOCE 
m,K 

zero crossings, normalized

y the eWOCE zero crossing, 

(h m,K ) = 

[ | h m,K − h 

WOCE 
m,K 

| 
| h 

WOCE 
m,K 

| 
]
. (17) 

Here, this static test is used to compare the four new grids de-

eloped with Section 2 , and five others obtained from pre-existing

onfigurations of global z -coordinate ocean models ( Fig. 7 , Table 1 ).

.2. Resolving the modal structures from hydrography 

From Fig. 6 , further analysis could be conducted to quantify

ow well a given vertical grid meets the Section 2.2 resolution re-

uirements for each mode (i.e., having at least three grid points be-

ween zero crossings of mode- m globally), perhaps by some metric

hat describes the fraction of points either side of the vertical grid
pacing profile. However, considering that the ultimate purpose for

hese grids is for use in global ocean models, it is more oceano-

raphically relevant to assess how well a given grid can resolve

he vertical structure of the ocean circulation. For this we use the

and S A data from the CTD casts in Section 3.1 ; these are first lin-

arly interpolated onto the various vertical grids, where the basis

unctions R m 

of the baroclinic modes are calculated. These grid-

ed R m 

fields are then linearly re-interpolated back to the depths

f the eWOCE data and compared with the eWOCE fields R WOCE 
m 

.

he global-average relative error of the R m 

for the first three baro-

linic modes is calculated by Eq. (16) for each of the test verti-

al grids ( Table 1, Fig. 8 a). This calculation provides a bulk, ro-

ust measure of how well the vertical grid can resolve the hori-

ontal velocity fields predicted by the WKB approximation. In gen-

ral, increasing the number of vertical levels reduces the relative

rror, which makes physical sense. It is also apparent that vertical

ocations of the levels has a strong influence on the relative er-

or; E(R m 

) of the OFAM51 grid is substantially greater than those

f the GFDL50, NEMO46 and KDS50 grids despite a similar num-

er of vertical levels. However, when the calculation of E(R m 

) is

imited to the upper 250 m (where the OFAM51 grid preferen-

ially stacks levels to improve representation of upper ocean pro-

esses), the relative error of the OFAM51 grid is smaller than the

ther ∼50 level grids ( Fig. 8 b). The KDS65, designed to be as good

s the existing 75 level grids but with less levels, is comparable

ith NEMO75 for the full-depth calculation of E(R m 

) , however re-

urns a slightly higher relative error in the upper 250 m, presum-

bly due to the difference in surface resolution (KDS65 minimum

z min = 2 . 3 m versus NEMO75 at �z min = 1 . 0 m). The highest res-

lution of the pre-existing vertical grids, LLC90, exhibits the least

rror of grids presently in use. The progressive reduction in full-

epth E(R m 

) from KDS50 through KDS75 to KDS100 suggests that

or objectively-constructed vertical grids, approximately 25 addi-

ional levels are required in order for a given grid to resolve mode-

 + 1 at least as well as it resolves mode- m . 

An additional metric for comparing the vertical grids is the rel-

tive error of the zero crossing depths E(h m,K ) ( Eq. (17) ; Fig. 8 c).

his is a measure of the ability of the grid to identify specific

epths important to the hydrography and flow dynamics (e.g.,

he h 1, 1 zero crossing of Fig. 2 d is a breakpoint in stratification

trength, and closely related to the pycnocline). As with the E(R m 

)

etric, in general, increasing the number of vertical levels reduces

(h m,K ) , and the vertical positioning of the levels also has an in-

uence. 
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Table 1 

The vertical grids constructed and compared here. 

Vertical Grid �z min (m) �z max (m) H max (m) E(R 1 ) E(R 2 ) E(R 3 ) 

KDS50 2 .7 219 .6 5363 .5 0 .394 0 .432 0 .453 

KDS65 2 .3 199 .1 5820 .9 0 .358 0 .396 0 .419 

KDS75 1 .1 197 .6 5836 .6 0 .346 0 .384 0 .408 

KDS100 1 .0 148 .8 5912 .4 0 .310 0 .346 0 .370 

OFAM51 5 .0 906 .1 4509 .2 0 .490 0 .542 0 .562 

GFDL50 10 .0 209 .9 5395 .0 0 .395 0 .431 0 .454 

NEMO46 6 .4 250 .2 5875 .1 0 .411 0 .449 0 .470 

NEMO75 1 .0 204 .0 5902 .1 0 .352 0 .390 0 .414 

LLC90 1 .0 479 .8 6760 .2 0 .329 0 .365 0 .390 

Fig. 8. The (a) full-depth and (b) upper 250 m global-averaged relative error of the first 3 baroclinic basis functions E(R m ) calculated for the different grids. The dashed lines 

are included for reference and comparison at a relative error of 0.4 and 0.2; these are not intended to indicate a resolution threshold value. The (c) global-averaged relative 

error of the shallowest modal zero crossing depths E(h m,K ) . 
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It is important to note that the two metrics presented here

for comparing vertical grids ( E(R m 

) and E(h m,K ) ) do not provide

a threshold value or quantify whether a given baroclinic mode-

m is resolved by a vertical grid. That said, neither do the tradi-

tional methods for evaluating the resolution capabilities of hor-

izontal grids (e.g., Eqs. (6) & ( 7 )). They do, however, provide a

hydrographically-relevant comparison of vertical grids, enabling

one to objectively gauge the relative benefits of various vertical

grids, and assist in finding the balance between resolving, param-

eterizing and computing. 

4. Improving the vertical resolution of a 1/10 ° global ocean 

model 

The intended purpose for the vertical grids developed and com-

pared here is for use in state-of-the-art global ocean models. Thus,

the ideal test of these grids requires circulations with the level

of sophistication and complexity only provided by high-resolution

global simulations. For such a test, it is essential that the horizon-

tal grid supports the higher-order dynamics needed to distinguish

the effects that the vertical grids have on the model circulation. For

the O(50–75) level grids examined here, the appropriate horizontal

resolution is certainly no coarser than 1/10 °, which will have re-

gions that permit baroclinic mode-2 dynamics. The computational

expense of a sensitivity study to compare this suite of vertical grids

with a 1/10 ° global ocean model is prohibitive. Therefore, rather

than a complete dynamic investigation of the nine vertical grids

here, we take this opportunity to examine the effects of improv-

ing vertical resolution in global ocean models by comparing two

simulations: one using a pre-existing 50 level grid (GFDL50) and

one with a new, objectively-constructed 75 level grid (KDS75). The

( �z , �z max , H max ) values for the GFDL50 and KDS75 grids are
min 
10.0, 209.9, 5395.0) and (1.1, 197.6, 5836.6), respectively ( Table 1 ).

hese two model simulations are configured to be identical in ev-

ry way (including their timestep) apart from their vertical grid

esolution. 

odel description 

The model is a global ocean-sea ice configuration of the MOM5

 Griffies, 2012 ) coupled with the GFDL Sea Ice Simulator (SIS) dy-

amic/thermodynamic sea ice model. The horizontal grid is that

f the Geophysical Fluid Dynamics Laboratory Climate Model, ver-

ion 2.6 (CM2.6; Delworth et al., 2012; Griffies et al., 2015 ); the

orizontal grid spacing is 1/10 °, corresponding to an effective hor-

zontal grid spacing ˜ � ≈ 11 km at the equator and decreasing

ith the cosine of latitude towards the poles. Southward of 65 °S
he latitudinal grid spacing is held constant at �y ≈ 4.7 km,

hilst the longitudinal grid spacing continues to decrease to �x

1.7 km at 82 °S. Northward of 65 °N the grid is bipolar, displac-

ng the poles over land so as to avoid the �x singularity at the

orth Pole ( Murray, 1996 ). This horizontal grid consists of 3600 ×
700 points. Bathymetry is interpolated onto the horizontal grid

rom the General Bathymetry Chart of the Oceans (GEBCO) 30 arc-

econd product, with the model incorporating the partial bottom

ells scheme ( Adcroft et al., 1997; Pacanowski and Gnanadesikan,

998 ). 

The model circulation is initialised from rest with the hy-

rographic conditions interpolated from the WOA13 climatology

 Locarnini et al., 2013; Zweng et al., 2013 ) onto the GFDL50 ver-

ical grid. This simulation is forced at the surface with the Coor-

inated Ocean Reference Experiment version 2 (CORE2) repeating

limatological “normal” year forcing ( Griffies et al., 2009; Large and

eager, 2009 ). The model is run for a spin-up period of 45 years, at
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Fig. 9. The global distribution (left) and zonal average (right) of the normalized difference in daily SSH variance (m 

2 ) between 10 years of the KDS75 and GFDL50 simulations. 

The red (blue) saturates in regions where the KDS75 (GFDL50) SSH variance is larger by more than the mean of the two simulations. Overall, the KDS75 simulation exhibits 

more SSH variability, especially in the mid- and high-latitudes. The green and magenta contours show regions where the SSH ′ 2 > 0 . 015 m 

2 for the GFDL50 and KDS75 

simulations, respectively, indicating that the spatial distribution of the high- SSH variance regions are similar. (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 
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hich time the hydrographic state is interpolated onto the KDS75

ertical grid, branching off the second simulation with improved

ertical resolution. These two simulations are run in parallel for

0 years each (so that the GFDL50 run is now 65 years since ini-

ialisation, and the KDS75 run is 20 years since branching off the

FDL50 run). From this point the simulations are run for another

0 years, outputting their daily-averaged sea surface height ( SSH )

elds along with the seasonally-averaged meridional transport in

otential density coordinates. For the final 5 years of each sim-

lation, the daily-averaged 3D ( u , v ) fields are output for the re-

ion south of 30 °S. These time-averaged diagnostics are calculated

nline by accumulating the respective fields at each timestep and

aving their daily- and/or seasonal-averages. 

.1. Methodology 

Given that the primary purpose of the vertical grid in global

cean models is to resolve the vertical structure of the horizontal

ow, we focus the investigations on aspects of the horizontal flow

nown to be resolution-sensitive and have leading-order influences

n the general circulation. These aspects include the variability

ssociated with horizontal motions and the horizontal transport

n potential density coordinates. The concurrent timeseries of the

SH , ( u , v ) and meridional transport in potential density coordi-

ates enable the calculation and direct comparison of SSH variance,

arotropic and baroclinic eddy kinetic energy ( EKE BT and EKE BC , re-

pectively) distributions, as well as the meridional overturning in

ensity space. These are fields for which direct comparisons do

ot require completely equilibrated circulations, which are not yet

vailable for these expensive simulations. The meridional overturn-

ng in particular is likely to be subject to long-term model drifts,

hich in turn may be different for the two vertical resolutions ex-

mined here, thereby influencing the model comparisons. 

Here, the SSH variability is calculated with 10 years of daily SSH

elds. First, the SSH annual cycle is determined (as the average

SH for each day of the year), temporally-smoothed with a 30-day
oving average, and then removed, leaving a 10-year daily record

f de-seasoned SSH variation from the smoothed annual cycle. The

ariance of this field is then calculated for the two simulations; we

xamine the difference between these variances, normalized by the

ean of the two simulations. 

For the region south of 30 °S we output 5 years of daily 3D

 u , v ) fields. These horizontal velocity fields are first de-seasoned

y removing their annual cycle, and then decomposed into their

arotropic ( u BT , v BT ) and baroclinic ( u BC , v BC ) components, as, 

 (x, y, z, t) = u BT (x, y, t) + u BC (x, y, z, t) , (18)

here u BT is the depth-averaged velocity, with an equivalent ex-

ression for v . These barotropic and baroclinic velocities can be

urther decomposed into their mean ( u BT and u BC , respectively)

nd eddy components ( u ′ BT and u ′ BC , respectively), as, 

 BT (x, y, t) = u BT (x, y ) + u 

′ 
BT (x, y, t) , (19)

nd 

 BC (x, y, z, t) = u BC (x, y, z) + u 

′ 
BC (x, y, z, t) , (20)

here the eddy terms represent contributions from all transient

ows. The timeseries of the eddy velocity fields ( u ′ BT and u ′ BC ) are

sed to calculate the 5-year mean of the barotropic and baroclinic

ddy kinetic energies as, 

KE BT (x, y ) = 

u 

′ 2 
BT 

+ v ′ 2 
BT 

2 

, (21)

nd 

KE BC (x, y, z) = 

u 

′ 2 
BC 

+ v ′ 2 
BC 

2 

, (22)

espectively. We compare the differences of these EKE fields, again

ormalized by the relevant mean EKE of the two simulations. 

The meridional overturning in potential density coordinates

s diagnosed from the seasonally-averaged meridional horizontal

ransport within potential density classes. The 10-year mean of the
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Fig. 10. The normalized difference in EKE (m 

2 s −2 ) between 5 years of daily de-seasoned ( u, v ) fields of the KDS75 and GFDL50 simulations. The red (blue) saturates in 

regions where the KDS75 (GFDL50) EKE is larger by more than 200% of the two-simulation mean. The panels show the normalized differences of (a) the barotropic EKE BT , 

and the baroclinic EKE BC of the cells closest to (b) 100 m, (c) 10 0 0 m, and (d) 30 0 0 m depth. Contours indicate regions where the KDS75 (magenta) and GFDL50 (green) 

mean EKE is larger than (a) 10 −3 , (b) 10 −2 , and (c,d) 5 × 10 −4 m 

2 s −2 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 
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zonally-integrated meridional overturning streamfunction in po-

tential density space is calculated and compared for the two sim-

ulations. To gauge the effect of model drift on the results, we also

performed these comparisons with the 1-year mean EKE , 5-year

mean SSH variability, and 5-year mean meridional overturning cir-

culation, which were found to be qualitatively consistent with the

longer-term means presented here. 

4.2. Modelling results 

The direct comparison of the 1/10 ° global simulations using the

GFDL50 and KDS75 vertical grids provides a clear demonstration of

the dynamical differences resulting from the improvement in ver-

tical resolution. Vertical resolution has a strong influence on the

de-seasoned SSH variance ( Fig. 9 ). The KDS75 run exhibits substan-
ially more SSH variance in the mid- and high-latitudes, especially

long the Antarctic continental shelf and slope. There is a slight

ecrease in SSH variance at the equator. The regions typically as-

ociated with large SSH variability (e.g., western boundary current

eparation points, topographic features within the Antarctic Cir-

umpolar Current) are not dominant signals in the normalized SSH

ariance difference field; additionally, there is little difference be-

ween the respective locations of these high- SSH variance regions. 

The Southern Ocean barotropic and baroclinic eddy kinetic en-

rgy ( EKE BT and EKE BC , respectively) fields provide an opportunity

o examine the vertical structure of the horizontal flow variabil-

ty ( Fig. 10 ). The general distribution of the normalized difference

n EKE BT has much in common with the normalized difference in

SH variance (compare Figs. 9 and 10 a), although EKE BT exhibits

ubstantially more fine-scale structure. This is particularly the case
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Fig. 11. The overturning streamfunctions (Sv) in potential density space for 10 years of the (a) GFDL50 and (b) KDS75 simulations, (c) the difference between them, and (d) 

focussing on the potential density range relevant for the AABW cell. The contours are at 4 Sv intervals, with the GFDL50 streamfunction contoured over the difference plots. 
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long the Antarctic continental shelf and slope. In general, the re-

ions of relatively strong EKE (green and magenta contours) ex-

ibit small normalized EKE differences; the exception to this is the

KE BT on the Antarctic continental slope, which is relatively strong

n the KDS75 simulation but not in the GFDL50. The comparison of

aroclinic eddy kinetic energy shows the enhanced variability sur-

ounding the Antarctic continental shelf and slope continues full-

epth ( Fig. 10 b–d). 

The increased SSH variability, EKE BT and EKE BC of the KDS75

imulation on and against the Antarctic continental shelf and slope,
specially along the eastern edge of the Antarctic Peninsula and

he Ross Sea region, will likely facilitate enhanced formation, shelf-

xchange and sinking of Antarctic Bottom Water (AABW) (e.g.

tewart and Thompson, 2013 ), for which models tend to exhibit a

ow bias in transport and density (e.g. Downes et al., 2011; Sallée

t al., 2013; Downes et al., 2015; Farneti et al., 2015 ). This hypothe-

is can be tested by comparing the meridional overturning stream-

unctions in potential density space ( Fig. 11 ). Improving the vertical

esolution results in a near-threefold increase in the overturning

treamfunction of AABW cell, increasing from a maximum of ∼8 Sv
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in the GFDL50 simulation to over ∼22 Sv in the KDS75. For con-

text, observational studies estimate the southern bottom cell trans-

port to range between ∼13–22 Sv (e.g., Talley et al., 2003; Lumpkin

and Speer, 2007 ). The deep southern cell of the KDS75 simulation

also exhibits an increase in potential density. 

These dynamical enhancements of the eddy energy and over-

turning resulting from the improvement of vertical resolution

come at the expense of additional computational costs, which must

be weighed against the benefits. The present-day practice for the

parallel-computing of global ocean models involves partitioning

the ocean horizontally into many sub-domains, each of which has

the full number of vertical levels. This partitioning means that an

increase in the number of vertical levels results in a linear increase

in the computational load for both processing and storage, so that

increasing the vertical levels from the GFDL50 to the KDS75 in-

creases the computational load by 50%. It is well established that

increases in SSH variance, EKE and overturning circulation equiva-

lent to those presented here can be achieved by refining the hor-

izontal resolution (e.g. Morrison and Hogg, 2013 ), representing a

physically relevant improvement in the model circulation. How-

ever, unlike the linear relationship with the vertical resolution, the

increase in computational load for refining horizontal resolution

is at best quadratic (not including the additional costs associated

with the reduced timestep required to maintain numerical sta-

bility), meaning the equivalent dynamical improvements will cer-

tainly come at a greater computational cost when relying on hori-

zontal (not vertical) resolution enhancements. 

5. Conclusion 

The challenges presented by grid resolution will accompany

global ocean modelling effort s into the foreseeable future. Objec-

tively quantifying the vertical resolution requirements for global

ocean models removes an important subjective element from the

model configuration process. Here, we suggest that the principle

purpose of the vertical grid is to resolve the vertical structure of

the horizontal flows, which can be approximated by the baroclinic

modal basis functions calculated from global hydrographic obser-

vations. Based on these functions we develop lower-bounds for the

vertical grid spacing required to capture the baroclinic dynamics

of a given mode, which is provided by the theoretical capabili-

ties of the horizontal grid, and thereby ensuring the vertical grid

supports the horizontal grid. With this approach we construct and

compare vertical grids designed for use in high-resolution ( ∼1/10 °)
z -coordinate global ocean models. It is found that at least 50 well-

located vertical levels are required for a z -coordinate global ocean

model to resolve the first baroclinic mode, with an additional 25

levels per subsequent mode. And while the methodology presented

here is in an intuitive framework with direct application to z -

coordinate ocean models, in principle it can be scaled to suit the

vertical schemes of alternative layered-coordinate ocean models

(i.e., terrain-following or isopycnal coordinate). 

In addition to the observational-based comparison of the var-

ious vertical grids, we also present output from high-resolution

ocean-sea ice simulations as a demonstration of the dynamical dif-

ferences resulting from the vertical resolution improvement of a

1/10 ° global ocean model. Improving the vertical resolution from

a pre-existing 50 level grid to a new, objectively constructed 75

level grid results in a substantial increase in the sea surface height

variance, especially in the Southern Ocean where the increase ap-

proaches 30%. The barotropic and baroclinic eddy kinetic ener-

gies also increase, with the spatial distribution of their differences

largely reflecting that of the sea surface height analysis, and ex-

hibiting increases of up to 200% on and surrounding the Antarc-

tic continental shelf and slopes. The improved vertical resolution

also results in an increase in the Antarctic Bottom Water formation
nd overturning, exhibiting a near-tripling of the streamfunction

n potential density space at 65 °S. Arguably, equivalent increases

n these dynamics could be achieved through further refining the

orizontal resolution rather than the vertical, however such an ex-

rcise would attract considerably greater additional computation

osts compared to those arising from the vertical resolution en-

ancement presented here. 
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