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Abstract Intrusions of warm circumpolar deep water onto the Antarctic continental shelf are thought
to drive accelerated loss of Antarctic glacial ice mass by triggering melt at the ice shelf grounding line.
However, the mechanisms responsible for driving on-shelf circumpolar deep water intrusions are not well
understood. Here we examine how sea surface height (SSH) anomalies propagating around the Antarctic
coastline as coastal-trapped waves can drive warm water intrusions through changes in bottom Ekman
transport. A wind perturbation motivated by the recent intensification and poleward shift of the southern
annular mode during its positive phase is applied over Eastern Antarctica between 20◦E and 120◦E in two
global ocean sea-ice models (1/4◦ and 1/10◦) and a single-layer shallow water model. The changes in winds
generate a drop in coastal SSH that propagates around Antarctica as a barotropic Kelvin wave. The SSH
drop is accompanied by a barotropic flow, which alters the bottom stress, generating an onshore transport
of warm water wherever thermal gradients are favorable. We estimate the resulting anomalous bottom
Ekman flow and use temperature gradients calculated from the Southern Ocean State Estimate, along with
the 1/4◦ and 1/10◦ models, to evaluate the resultant heat advection. We find that this mechanism can drive
warming of up to 0.7 ◦C along the West Antarctic Peninsula within a year, depending on the mean state of
the cross-shelf temperature gradient and the barotropic flow strength. Over longer time scales, warming
eventually ceases due to saturation of the SSH field and arrest of the Ekman transport by buoyancy forces.

Plain Language Summary Antarctic glacial ice melt has accelerated in recent years, yet we
still do not fully understand the mechanisms driving this increased melt. Part of the answer is thought
to lie in intrusions of warm subsurface waters that come into contact with the base of Antarctica's ice
shelves. However, the processes that drive these warm water intrusions are not yet well understood. Here
we examine a mechanism for wind-driven changes in coastal sea level that propagate around Antarctica
as coastal-trapped waves and consequently drive onshore heat transport via changes in bottom layer
flow. We calculate an estimate for the warming rate associated with this mechanism using theory; model
simulations; and, where available, observations. We further test the sensitivity of heat transport to local
stratification as well as a parameter that determines the bottom flow strength. Each model simulation is
forced with winds based on projections of an intensified westerly wind belt over the East Antarctic sector
of the Southern Ocean. In each case we find substantial subsurface warming to develop along the West
Antarctic Peninsula within 1 year, with the strongest warming seen where the net coastal flow, and the
temperature gradients over the Antarctic continental shelf are greatest.

1. Introduction
The Antarctic ice sheets contain the majority of Earth's land-based ice mass and are potentially sensitive
to changes in climate associated with atmospheric greenhouse gasses and ozone concentrations (Pritchard
et al., 2012). Antarctic ice sheet and ice shelf melt is one of the biggest uncertainties in future projections
of global sea level rise due to the poor representation of ocean-ice interactions and the uncertainty in how
land-ice dynamics will respond to global warming (DeConto & Pollard, 2016). There is also considerable
uncertainty in how warm water intrusions onto the Antarctic continental shelf will change in response to
ongoing increases in anthropogenic forcing. This limited understanding motivates us to study the drivers
of Antarctic ice shelf loss, and in particular the means by which off-shelf warm Circumpolar Deep Water
(CDW) can be transported onto the shelf. Ice shelf melt around Antarctica is significantly enhanced by
increases in oceanic subsurface temperatures (Depoorter et al., 2013; Hellmer et al., 2012) particularly along
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Figure 1. First year temperature anomalies (◦C) along the West Antarctic Peninsula from the perturbation
experiments of Spence et al. (2017) model output for (a) MOM025 bottom layer, (b) MOM01 bottom layer, and (c)
MOM01 at 108-m depth. Thin gray line represents the 1,000-m isobath. Anomalies below 1,000 m are not shown.

the West Antarctic Peninsula where the rate of ice mass loss has doubled between 2003 and 2014 (Harig
& Simon, 2015). Recent observations suggest that Antartic Continental Shelf Bottom Water is warming by
∼0.1–0.3 ◦C/decade, particularly in the Amundsen and Bellinghausen Seas (Schmidtko et al., 2014). This
is of concern as increases in subsurface ocean temperatures can significantly enhance the basal melt rate
of ice shelves (Holland et al., 2008; Rignot et al., 2002). Thus, to accurately predict future ice sheet melt
and global sea-level rise, we must understand the mechanisms responsible for oceanic subsurface warming
around Antarctica.

The Antarctic Slope Front helps maintain a barrier between the warm waters of the Antarctic Circumpolar
Current to the north and cold, fresh Antarctic coastal waters to the south (Jacobs, 1991). However, intru-
sions of CDW can cross the Antarctic Slope Front bringing warm and salty waters onto the continental shelf.
There are a number of potential candidate mechanisms that can drive intrusions of CDW onto the Antarctic
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continental shelf (Klinck & Dinniman, 2010). These include heat transport due to cross slope-front eddy
fluxes, potentially active in regions along the continental shelf where density surfaces connect the continen-
tal shelf waters to offshore CDW. However, this generally corresponds to regions where the potential vorticity
barrier associated with f∕H gradients is weak, such as the Weddell Sea (Stewart & Thompson, 2015). Tides
can also play a role by enhancing mixing and driving rectified cross-slope transport of CDW (Flexas et al.,
2015; Robertson, 2013). Topography may also contribute by controlling the flow of warm water underneath
the ice shelf (Jenkins et al., 2010; St-Laurent et al., 2013). Wind-stress curl changes over the continental
shelf break have also been shown to alter cross-isobath ocean heat transport (Kimura et al., 2017; Rodriguez
et al., 2016). Spence et al. (2014) have further shown that an observed poleward shift and strengthening of
the Southern Hemisphere westerly winds (Thompson & Solomon, 2002) and subsequent shift in the polar
easterlies can cause rapid subsurface warming due to a local-wind driven Ekman adjustment at the surface,
which shoals isotherms. More recently, on-shelf bottom boundary transport of heat driven by coastal-trapped
waves has been proposed as another factor at play (Spence et al., 2017). However, the relative role of each
process and the interplay between these mechanisms remains unknown.

Many studies have shown that wind stress anomalies can drive sea-level variations around Antarctica (e.g.,
Aoki, 2002; Carrère & Lyard, 2003; Frankcombe et al., 2013). In turn, sea-level variations are known to drive
variability in bottom Ekman transport and upwelling through changes in bottom stress (Cossu et al., 2010;
Gill & Clarke, 1974). Spence et al. (2017) showed that changes in East Antarctic coastal winds can lead to
rapid subsurface warming at locations remote from the wind changes, with a particularly strong response
along the Western Antarctic Peninsula (WAP; see Figure 1). They suggest this is due to SSH anomalies prop-
agating around Antarctica as barotropic Kelvin waves, which then alter the local temperature structure via a
bottom Ekman layer response. However, they do not quantify the magnitude of bottom Ekman heat advec-
tion associated with this mechanism. Here we diagnose the range of simulated subsurface ocean warming
that could be attributed to this mechanism by quantifying bottom layer heat advection anomalies using a
range of model, reanalysis, and observational data.

To estimate the anomalous warming due to a barotropic velocity anomaly-induced bottom Ekman flow, we
consider the response of the Antarctic circulation to a wind stress anomaly applied between 20◦E and 120◦E
over East Antarctica, as studied by Spence et al. (2017). Locally, a westerly (easterly) wind stress anomaly
will cause the SSH to be lowered (raised) along the shelf due to local offshore (onshore) surface Ekman
transport. However, these SSH anomalies will also propagate along the coast away from the perturbation
region as barotropic Kelvin waves. Barotropic Kelvin waves propagate around Antarctica at speeds of

√
gH

(where g is the gravitational acceleration and H is the ocean depth), enabling them to circumnavigate the
entire Antarctic continent in approximately 1.5 days (Kusahara & Ohshima, 2014; Middleton et al., 1982),
suggesting that even short time scale variability in coastal winds, of the order of several months, can affect
remote locations, with SSH anomalies maturing over time scales of order 50 days (Spence et al., 2017). For a
constant coastal wind perturbation, the generated Kelvin waves rapidly produce a circumpolar drop in SSH
and an anomalous barotropic velocity field around the entire continent. The anomalous barotropic currents
moving over the ocean floor then create a bottom stress anomaly, producing a bottom Ekman flow. This
bottom Ekman flow can advect warm CDW onshore until the flow is arrested by buoyancy forces (Garrett
et al., 1993; MacCready & Rhines, 1991). Taking into account this buoyancy-driven arrest, we will quantify
the warming that can be attributed to the bottom Ekman adjustment to remotely generated SSH anomalies.
We will also test the sensitivity of our results to different estimates of the Antarctic margin temperature field
from observations and models, as well as to various Ekman layer depth parameters.

The remainder of this paper is divided as follows. In section 2 we derive an expression for the anomalous
bottom Ekman velocity induced by a wind-driven (or otherwise) anomaly in the barotropic velocity field. We
then go on to obtain approximate expressions for the temperature advection and subsequent temperature
anomalies based on the derived bottom Ekman velocities and bottom temperature gradients. In section 3
we discuss the observations and model data we use to test the sensitivity of our calculation. The results,
including bottom Ekman velocities, temperature gradients, Ekman arrest times, and temperature anomalies
are presented in section 4. Finally, section 5 includes a discussion and summary of our findings.
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2. Background and Theory
In this section we derive expressions for the response of the bottom Ekman layer to barotropic coastal circu-
lation anomalies. Changes in coastal winds can result in SSH anomalies, and thus, changes in the barotropic
coastal circulation that grow in time as barotropic Kelvin waves propagate around the continent. Changes in
the barotropic circulation can then alter the turbulent bottom stress. This bottom stress can drive a bottom
Ekman transport given by

𝜌0 ∫
∞

0
uEdz = 1

𝑓
F × ẑ, (1)

where 𝜌0 is a reference density, uE represents the velocity within the bottom Ekman layer, F is the bottom
stress, and ẑ is the vertical unit vector. Here z = 0 refers to the ocean bottom. Assuming that the Ekman
dynamics occurs within a distance of

𝛿∗ ≡ 𝛿A (2)

off the bottom (which we will refer to as the effective Ekman layer depth), where 𝛿 is the theoretical bottom
Ekman layer depth (equation (5)) and A is a dimensionless constant, which will be discussed shortly, we can
express the bottom stress in terms of the average Ekman velocity in the effective bottom Ekman layer, ūE,

𝜌0𝛿
∗ūE = 1

𝑓
F × ẑ. (3)

The bottom stress, F, can be derived using a quadratic stress law, F = 𝜌0Cd|U|U, where Cd is the dimen-
sionless drag coefficient and U = U0 +U′ is the interior flow that generates the bottom stress, written as the
sum of a mean flow, U0, and anomalous flow, U′ . Using equation (3), the average Ekman layer velocity can
then be estimated as

ūE =
Cd|U|
𝑓𝛿∗

U × ẑ. (4)

Additionally, the theoretical Ekman layer depth, 𝛿, is given by the ratio between bottom stress and Coriolis
(e.g., Wȧhlin & Walin, 2001)

𝛿 = Cd
|U|
𝑓

. (5)

The anomalous bottom Ekman flow,

ū′
E = ūE − ūE,0 (6)

(where ūE,0 is the bottom Ekman flow associated with the near-bottom mean flow U0), can then be obtained
from equations (4) and (5),

ū′
E = 1

A
U′ × ẑ. (7)

Hence, the anomalous bottom Ekman flow is independent of the mean state. The anomalous bottom Ekman
flow only depends linearly on the anomalous interior flow above the bottom boundary layer and the inverse
of the effective thickness of the bottom Ekman layer depth parameterized by the constant A. This is a con-
sequence of the form of 𝛿 since a change in the mean flow alters both the bottom stress and depth of the
Ekman layer. The literature suggests (e.g., Cossu et al., 2010) that Ekman dynamics occurs over an effective
Ekman layer thickness of ∼ 𝜋𝛿. For this reason A = 𝜋 would be a suitable choice, although we will examine
the sensitivity of our results to this choice in section 4.8.

Over sloped bathymetry, the anomalous bottom Ekman velocity components are

ū′
E = V ′

A
cos 𝜃x, (8)

v̄′E = −U ′

A
cos 𝜃𝑦, (9)
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Figure 2. Schematic of the bottom Ekman flow mechanism discussed in
this paper. Depressions in sea surface height (SSH) cause a barotropic
pressure gradient toward the coast (thick solid arrows), which creates an
anomalous geostrophic flow in the direction opposite to Kelvin wave
propagation (circles with dots indicating flow out of page). The anomalous
barotropic flow is slowed by bottom friction in the effective bottom Ekman
layer of depth 𝛿∗ (indicated by the thin dashed lines), inducing an
anomalous on-shore bottom Ekman flow, u′

E, due to an imbalance between
the pressure gradient and Coriolis force. The bottom Ekman flow shoals
isopycnals (thick dashed lines) creating a baroclinic pressure gradient
(dashed arrows), which increases until it balances the barotropic pressure
gradient at which point the Ekman flow arrests.

w̄′
E = 1

A
(V ′ sin 𝜃x − U ′ sin 𝜃𝑦), (10)

where 𝜃x ≈ 𝜕H∕𝜕x and 𝜃y ≈ 𝜕H∕𝜕y are the zonal and meridional bottom
slopes, respectively, and U′ and V′ are the zonal and meridional com-
ponents of the anomalous interior flow, U′ , in along-bottom coordinates
(Cartesian coordinates rotated such that the positive z-axis is directed out-
ward and perpendicular to the ocean floor). We will take U′ and V′ as
barotropic, appropriate for the flows in our models. Once the anomalous
bottom Ekman flow is established, it drives a cross-isobath temperature
advection in the effective bottom Ekman layer given by

(
𝜕T
𝜕t

)
E
= −ū′

E · 𝛁T, (11)

where T is the background temperature. An anomalous bottom Ekman
flow in the same direction as the temperature gradient (i.e., down the
temperature gradient) gives rise to local cooling.

Anomalous flow continues to drive temperature advection until it is
arrested by the development of internal buoyancy forces (see Figure 2).
The changes in the near-bottom density field, brought about by the
Ekman layer advection of density, lead to a baroclinic pressure gradient
with associated thermal wind shear that reduces the bottom stress caused
by the barotropic flow and thus reduces the anomalous bottom Ekman
flow. The time scale over which this occurs is known as the Ekman arrest
time (Brink & Lentz, 2010; MacCready & Rhines, 1993; Wȧhlin et al.,
2012); for a review on the subject see Garrett et al. (1993). As shown by
MacCready and Rhines (1993), an estimate for the Ekman layer arrest
time, 𝜏0, for a constant anomalous flow is

𝜏0 = 𝑓

(N𝛼)2 , (12)

where 𝛼 is the bottom slope in the direction of advection (𝜃x or 𝜃y in the zonal and meridional directions,
respectively) and N is the Brunt-Väisälä frequency based on the background stratification. We can thus
estimate that isopycnals will be displaced along the bottom by a distance s ≈ 𝜏0ū′

E (see Figure 2).

For a steady flow, we can estimate the temperature anomaly at a given time by the minimum of accumulated
time, t, and the Ekman arrest time, multiplied by the temperature advection, that is,

ΔT(x, t) =
(
𝜕T(x)
𝜕t

)
E

min(t, 𝜏0(x, 𝑦)). (13)

For a nonsteady flow, the bottom Ekman velocity continually decreases as the baroclinic pressure gradi-
ent increases. This behavior leads to an exponential decay of advection rather than an instant shutoff at
the Ekman arrest time. However, since the time integral of an exponential curve is equal to its decay scale
(i.e., the arrest time), we do not expect this difference to be large. In general, the anomalous flow is contin-
ually varying, which also complicates the simple shutoff scheme. Temperature advection thus depends on
the change in flow over each time interval and varies spatially due to the distribution of anomalous flow,
temperature gradients, and the dependence of the Ekman arrest time on bottom slope and stratification. In
general, the temperature anomaly is given by the integral of equation (11),

ΔT(x, t) = −∫
t

0
ū′

E · 𝛁Tdt′. (14)

For the details of how we numerically evaluate the temperature anomaly see Appendix A.
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Table 1
Summary of reanalyses and models used to derive estimates of warming due to the
bottom boundary layer advective mechanism

Reanalyses and models used to derive bottom boundary layer advective warming
uBT model uMOM025 uMOM01

TSOSE BT-SOSE MOM025-SOSE MOM01-SOSE
TMOM025 BT-MOM025 MOM025- -

MOM025
TMOM01 BT-MOM01 - MOM01-

MOM01

Note. MOM025 and MOM01 refer to the 1/4◦ and 1/10◦ Modular Ocean Model
(MOM) simulations respectively. BT refers to the barotropic single-layer shallow
water model, and SOSE is the Southern Ocean State Estimate.

3. Models and Data
In order to understand the contribution of remote coastal wind anomalies to shelf water warming via bottom
Ekman transport, we use the anomalous barotropic velocity fields of the Spence et al. (2017) perturbation
experiments to calculate bottom Ekman velocities (using equation (7)) from each model. The models include
a single-layer shallow water model (at 1/4◦ resolution) as well as two ocean-sea ice runs, one at 1/4◦ and
the other at 1/10◦ resolution. The calculated bottom Ekman velocities are then interpolated onto several
different climatological/model background temperature fields (used to calculate the temperature gradients,
𝛁T, in equation (11)), allowing us to estimate the spatially dependent temperature advection, Ekman arrest
time, and total warming anomaly in each case. Using several models for the anomalous velocity fields, and
models, a reanalysis product and direct observations for the temperature gradients, we perform a sensitivity
study on the warming associated with the Kelvin wave—bottom Ekman layer mechanism on model grid
resolution and mean state bias.

3.1. Model Descriptions
We will examine the experiments of Spence et al. (2017) wherein positive southern annular mode (SAM)
wind perturbations are applied only along the East Antarctic coastline between 20◦E and 120◦E. Two Mod-
ular Ocean Model (MOM5; Griffies, 2016) configurations are used: one with 1/4◦ horizontal resolution (50
vertical levels) and one with 1/10◦ horizontal resolution (75 vertical levels). These model configurations
are referred to as MOM025 and MOM01, respectively. A single-layer shallow water model configured using
the Regional Ocean Modeling System (Shchepetkin & McWilliams, 2005) at 1/4◦ resolution, which we will
refer to as the BT (barotropic) model, is used to isolate only barotropic dynamics. Each model contains bot-
tom friction parameterized by a spatially dependent quadratic drag coefficient, Cd (varying between 4 and
7 × 10−3 on the continental slope). All model configurations use the etopo5 bathymetry data set and have
identical wind forcing based on the East Antarctic wind anomaly scenario of Spence et al. (2017), wherein
wind perturbations are initiated from 200-year (MOM025) and 50-year (MOM01) long control state simu-
lations using atmospheric forcing from CORE-NYF. We use the ETOPO5 bathymetry to remain consistent
with Spence et al. (2017); however, it is worth noting that uncertainties in the bathymetry remain signifi-
cant (e.g., Nitsche et al., 2017), and improvements are needed for more realistic quantifications of bottom
boundary processes, such as those studied here. We consider only the first year, and the BT model is forced
by only the anomalous forcing. See Spence et al. (2017) for more information on the model configurations
and perturbation experiments.

3.2. Velocity Fields
Barotropic velocity anomaly fields are obtained for MOM025 and MOM01 by taking the difference
between the 10-member ensemble averages of the wind forced and control simulations. Five-daily aver-
aged barotropic velocity anomalies were then used to calculate the approximate anomalous bottom Ekman
velocity fields using equation (7). The results were tested using daily averaged velocities in place of 5-daily
averaged velocities, and there was little difference in the final result. We use the barotropic velocities, as the
model velocity fields remain largely barotropic over the period of interest (see section 4.1).
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Figure 3. (a) Anomalous wind stress applied as a constant surface forcing anomaly to all models. Sea surface height
anomalies after 100 days of anomalous wind forcing for (b) BT model, (c) MOM025, and (d) MOM01. BT = barotropic;
MOM = Modular Ocean Model.

3.3. Temperature, Density, and Bathymetry Data
Potential temperature and density fields from MOM025, MOM01, and the Southern Ocean State Estimate
(SOSE; Mazloff et al., 2010) are used to estimate the background temperature gradient and stratification in
each case, that is, for 𝛁T in equation (11) and N2 in equation (12). We use the annual mean temperature and
density fields from the long term average of SOSE (version 2) and the annual mean of the ensemble aver-
age for MOM025 and MOM01 simulations; thus, the effects of the seasonal cycle in subsurface shelf water
temperature have not been evaluated. The bathymetric slope is calculated from the model grid bathymetry
within the same model from which the model velocity fields are obtained.

3.4. Summary of Cases
To evaluate the sensitivity of our results to bottom Ekman velocities and the background temperature gra-
dient, we examine seven cases, comprising a combination of model and reanalysis fields of velocity and
temperature. These cases are denoted by the velocity configuration followed by the climatological temper-
ature (and density) distribution, T, used (SOSE or model), namely, BT-SOSE, BT-MOM025, BT-MOM01,
MOM025-SOSE, MOM025-MOM025, MOM01-SOSE, and MOM01-MOM01 (see Table 1).

4. Results
4.1. Sea Surface Height and Barotropic Velocity
The wind stress anomaly applied over the ocean region next to East Antarctica (Figure 3a) generates a
circumpolar SSH drop with accompanying along-isobath barotropic velocities in the direction opposite to
Kelvin wave propagation (generally eastward along the coastline; Figures 3b–3d and 4; see Spence et al.,
2017, Figure 3 for Hovmöller diagrams showing Kelvin wave propagation). After 1 year of anomalous wind
forcing, the MOM025 anomalous velocity field remains almost completely barotropic except between 0◦E
and 120◦E, approximately where the wind perturbation is applied. The MOM01 anomalous velocity field
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Figure 4. Five-day snapshot of the barotropic velocity anomaly magnitude (m/s) after 100 days of anomalous wind
forcing over East Antarctica for (a) BT model, (b) MOM025, and (c) MOM01. BT = barotropic; MOM = Modular Ocean
Model.
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Figure 5. Five-day snapshot of the cross-isobath component of the bottom Ekman velocity field (m/s) along the West
Antarctic Peninsula section after 100 days of wind anomalous forcing over East Antarctica for (a) BT model,
(b) MOM025, and (c) MOM010. Red (positive values) indicates an upslope flow. Gray lines show 500-, 1,000-, and
1,500-m isobaths. Velocity anomalies below 1,000 m are not shown. BT = barotropic; MOM = Modular Ocean Model.

has a larger baroclinic component; the flow however remains largely barotropic (up to 0.05 m/s in magni-
tude) along West Antarctica away from the wind forced region (Figure 4c). This justifies using the barotropic
velocity anomaly for U′ in equation (7). In each case the generated flow is in the direction opposite to
Kelvin wave propagation along the coast and concentrated along steep regions of the continental slope where
f∕H contours converge. The spatial structure of this anomalous barotropic flow sets the distribution of the
upslope bottom Ekman velocity (Figure 5; discussed in the following section) which, in conjunction with
stratification, determines the spatial structure of the subsurface warming response.
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Figure 6. Cross-isobath component of the temperature gradients (◦C/m) along the West Antarctic Peninsula for
(a) SOSE, (b) MOM025, and (c) MOM010. SOSE temperature gradients were calculated from the annual mean of the
long term average. MOM025 and MOM01 temperature gradients were calculated from the annual mean of the control
run. Blue indicates bottom layer temperatures increasing downslope (i.e., with depth). BT = barotropic;
MOM = Modular Ocean Model; SOSE = Southern Ocean State Estimate.

4.2. Bottom Ekman Velocity
The anomalous SSH-driven barotropic velocity fields generate bottom stress anomalies that drive an anoma-
lous cross-isobath bottom Ekman flow. After 1 year, each model configuration shows the anomalous bottom
Ekman velocity to be directed generally upslope and concentrated along the Antarctic continental slope
where the barotropic flow is focused (Figure 5). In particular, the WAP shows a strong onshore bottom
Ekman velocity in close proximity to the Antarctic shelf due to the steep continental slope. This is most
clearly seen in the BT model. It is also seen in MOM025 and MOM01, but there are also downslope
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Figure 7. Ekman layer arrest time, 𝜏0 (equation (12)), for (a) SOSE, (b) MOM025, and (c) MOM010. Arrest times are
calculated using the model grid bathymetry and density fields from the annual mean of the control run.
MOM = Modular Ocean Model; SOSE = Southern Ocean State Estimate.

components to the bottom Ekman velocity due to mesoscale time-mean features, which are not completely
removed by the ensemble average.

4.3. Temperature Gradients
Anomalous temperature advection in the effective bottom Ekman layer depends on both the bottom Ekman
velocities described above and the temperature gradient in the bottom layer. All temperature gradients in
the bottom layer show cooler temperatures toward shore on the continental shelf and upper slope (blue in
Figure 6). On the deeper parts of the Antarctic continental slope, the water cools with depth (red in Figure 6).
SOSE, MOM025, and MOM01 temperature gradients show similar features, the key differences between
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Figure 8. First year temperature anomalies (◦C) for BT model velocity field advecting the (a) SOSE, (b) MOM025, and
(e) MOM01 temperature fields; MOM025 velocity fields advecting the (c) SOSE and (d) MOM025 temperature fields;
and (f) MOM010 velocity fields advecting the MOM010 temperature field. Gray lines show 500-, 1,000, and 1,500-m
isobaths. The Western Antarctic Peninsula region over which temperature anomalies are averaged in Figure 10 is
outlined by the light blue rectangle. The solid purple line indicates the WOCE S04P line data available in this region
(used in Figure 11). BT = barotropic; MOM = Modular Ocean Model; SOSE = Southern Ocean State Estimate;
WOCE = World Ocean Circulation Experiment.

them being their distance and extent from the Antarctic coastline, which can affect the location of advected
warming. SOSE and MOM01 temperature gradients along the WAP are most negative (i.e., conducive to
warming with an onshore flow) close to the coastal boundary. However, the SOSE offshore warming gradi-
ents have a larger spatial extent on the continental shelf so we expect warming to be more widespread with
the SOSE temperature structure than MOM01. MOM025 has a similar spatial structure to SOSE however the
negative cross-isobath temperature gradients (i.e., temperatures increasing with depth) on the continental
shelf are located further from the coast in MOM025 relative to SOSE.
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4.4. Ekman Arrest Times
The advection of tracer gradients in the bottom boundary layer continues until internal buoyancy forces
arrest the flow, over a period given by the Ekman arrest time. We find the Ekman arrest time (equation (12))
to be shortest (hours to days) along the continental slope and coastline where there is stronger stratification
and a steeper slope (Figure 7). Longer arrest times (up to a year) are present on the continental shelf where
the bathymetry is relatively flat, allowing advection over the continental shelf to continue relatively unin-
hibited. The arrest times are relatively consistent between cases: hours to days along the slope and months
to years off the slope.

4.5. Estimated Bottom Layer Warming
Using the bottom layer Ekman velocities, the temperature gradients, and the Ekman arrest times to calculate
the temperature anomalies, we find warming in each configuration, particularly along the WAP between 80◦

W and 60◦ W, where the average temperature increase is approximately 0.1–0.7◦C (from MOM01-MOM01
to BT-MOM025 using A = 𝜋) over 1 year (Figures 8 –10). The combination of strong onshore bottom
Ekman transports along the continental slope at close proximity to strong along bottom temperature gradi-
ents allows significant advection of warm CDW onto the continental shelf. Although we are most interested
in the warming signal along the WAP, we also find anomalous warming along other regions of the Antarctic
continental slope for BT and MOM025; for example, consistent warming is seen near the shelf break between
the Amundsen and Ross Seas (Figure 9; 130◦ W–160◦ W). Focusing on the warming averaged over a region
of the WAP (blue region in Figures 8a and 9), we find warming to be the strongest when estimated using
the BT model velocities combined with the MOM025 temperature field, and the weakest when estimated
using the MOM01 flow fields and temperature gradients. Regardless of the magnitude of warming, we find
the effective bottom Ekman layer temperature anomaly to steadily increase over the first year (Figure 10).

4.6. Sensitivity to Estimates of uEk
The velocity fields from the BT model produce the most warming since (unlike MOM025 and MOM01) there
is no loss of barotropic energy into baroclinic processes in the ocean interior. This translates to stronger
onshore bottom Ekman velocities leading to a stronger advective warming signal (compare Figure 10a with
Figures 10b and 10c; note the differing y-axis scales). The anomalous barotropic flow continuously increases
in the first year driving a steady increase in the temperature anomaly over the first year, which then begins
to saturate as the SSH anomaly stabilizes. For the BT model, this effect dominates the anomalous tempera-
ture trend (Figure 10a). In contrast, the velocity fields in MOM025 and MOM01 are disturbed by baroclinic
processes and mesoscale features such as eddies and flow meanders, which are not completely removed
by our ensemble average. This can produce transient westward barotropic velocity anomalies, which lead
to localized downslope bottom Ekman velocities, correlated with mesoscale activity seen in the anomalous
SSH field. Thus, short periods of cooling or reduced warming can appear in the evolution of the temperature
anomalies for the MOM025 and MOM01 velocity configurations (Figures 10b and 10c).

4.7. Sensitivity to Estimates of 𝛁T and 𝝉0
The temperature anomalies calculated for the bottom Ekman advective transport exhibit a strong spatial
correlation with the background temperature gradients (compare Figures 6 and 8); the stronger the ups-
lope thermal gradient, the more rapid the warming. The BT-SOSE configuration shows the average warming
along the WAP exceeding 0.5 ◦C in the first year (Figure 10a; also see Figures 8a and 9a). By replacing the
SOSE climatology with MOM025 and MOM010, we find the location of warming to be redistributed accord-
ing to the magnitude of the offshore temperature gradients and Ekman arrest time fields (Figure 8). In
BT-MOM025 the anomalous warming signal increases, whereas BT-MOM01 shows a decrease in the total
temperature anomaly compared to BT-SOSE (Figure 10a). This behavior (warming greatest when calculated
using the MOM025 temperature fields, followed by SOSE, then MOM01) is also obtained when using the
MOM025 and MOM010 velocity fields (not shown). However, there is an exception with MOM025-MOM025
and MOM025-SOSE (black and red solid lines in Figure 10b), where stronger warming anomalies are
obtained when using the SOSE temperature climatology. This exception is due to the MOM025 velocity fields
being more spatially correlated with SOSE than the MOM025 temperature gradients along the WAP, but the
differences are minor.

Comparing the warming due to the bottom Ekman layer advection mechanism to the actual bottom layer
temperature anomalies from the MOM025 and MOM01 perturbation experiments (Figure 1) allows us to
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Figure 9. First year temperature anomalies (◦C) in a cross- and along- isobath coordinate system. Across-shelf profiles
are plotted relative to a smoothed (over a scale of roughly 350 km) 1,000-m isobath, which defines the across-shelf
distance 0 km. The wind forced region (20–120◦E), where warming is dominated by wind-driven Ekman transport, is
not shown. Temperature anomalies are shown at <1,000-m depth (before smoothing) for BT velocity field advecting the
(a) SOSE, (b) MOM025, and (c) MOM010 temperature fields. MOM025 velocity fields advecting the (d) SOSE, and
(e) MOM025 temperature fields, and MOM01 velocities advecting the (f) SOSE and (g) MOM010 temperature fields.
The thin black line represents the (nonsmoothed) 1,000-m isobath. The Western Antarctic Peninsula peninsula region
considered for temperature anomaly averaging (used in Figure 10) is outlined by the light blue rectangle.
BT = barotropic; MOM = Modular Ocean Model; SOSE = Southern Ocean State Estimate.

gauge the importance of the bottom Ekman-Kelvin wave mechanism first proposed by Spence et al. (2017)
(compare solid and dashed lines in Figures 10b and 10c). The diagnostic temperature anomaly in MOM025
follows the same trend as the actual temperature anomaly, increasing rapidly for the first 6 months of wind
forcing and then slowing. However, the magnitude of the actual model warming is a factor of approximately
3 less than the diagnosed warming due to the Kelvin wave-bottom Ekman layer advection mechanism. We
discuss possible reasons for this difference in section 4.9.
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Figure 10. Evolution of average temperature anomalies along WAP sections between 60◦W and 80◦W above the
1,000-m isobath (see blue region in Figures 8a and 9) for (a) BT model velocity fields advecting the temperature fields
from SOSE (black), MOM025 (red), and MOM01 (blue); (b) MOM025 velocities advecting the SOSE (black) and
MOM025 (solid red) temperature fields. The red dashed line shows the temperature anomaly when the Ekman layer is
scaled as 𝛿∗ = 10𝛿 (i.e., A = 10), instead of 𝛿∗ = 𝜋𝛿. The purple line indicates the actual temperature anomalies in the
bottom layer from the MOM025 model output. Finally, (c) shows MOM01 velocities advecting the SOSE (black) and
MOM01 (blue) temperature fields, and actual temperature anomalies from the MOM01 model output (green). The
green dashed line shows the actual MOM01 temperature in the bottom layer and the green solid line is at 108-m depth.
BT = barotropic; MOM = Modular Ocean Model; SOSE = Southern Ocean State Estimate; WAP = Western Antarctic
Peninsula.

4.8. Sensitivity to Velocity and Stratification Coherence
Warming trends in MOM01-SOSE, MOM025-SOSE, and BT-SOSE reach 0.2, 0.4, and 0.6 ◦C, respectively,
along the WAP within 1 year. With the temperature fields fixed to SOSE, disparity between the estimates is
due to differences in the barotropic velocity fields and their correlation with the SOSE temperature gradients.
Comparison of the bottom Ekman velocities (Figure 5), which all show similar spatial patterns on the shelf,
to the bottom-layer SOSE temperature gradients (Figure 6a), suggests that the majority of this warming
difference is due to the barotropic velocity strength. The BT model exhibits the largest magnitude barotropic
velocity anomalies in the WAP region (Figure 4), followed by MOM025 and MOM01.

4.9. Sensitivity to the Effective Ekman Layer Depth
The calculated temperature anomaly scales directly with the choice of our parameter A introduced in
equation (2). Since the Ekman transport is set by the anomalous barotropic flow, adjusting the effective
Ekman layer depth by increasing (decreasing) A causes the bottom Ekman velocity anomaly to decrease
(increase). This reduction (enhancement) of the bottom Ekman velocity reduces (enhances) temperature
advection across the continental slope. Our main results assume A = 𝜋, corresponding to effective Ekman
layer depths of 12–22 m over the slope. However, choosing A = 10, corresponding to an effective Ekman
layer depth of 40–70 m along the continental slope, gives us results consistent with the model output from
both MOM025 and MOM01 (compare dashed and solid lines in Figures 10b and 10c). This agreement is
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Figure 11. Background temperature sections from (a) SOSE, (b) MOM025, and (c) MOM01 interpolated onto
the grid where WOCE S04P line data (d) are available (purple line in Figure 8a). MOM = Modular Ocean Model;
SOSE = Southern Ocean State Estimate; WOCE = World Ocean Circulation Experiment.

encouraging, as observational studies suggest that bottom boundary layers are often thicker than the theo-
retical Ekman layer depth, for example, Wȧhlin et al. (2012) and Fer et al. (2016) who observed bottom layer
thicknesses of O(100) m on the upper Antarctic continental slope.

5. Discussion and Summary
By calculating temperature anomalies using bottom Ekman layer dynamics and an advection scheme, we
have shown that barotropic circulation anomalies, propagated around Antarctica by coastally trapped waves,
can cause remote rapid subsurface warming through bottom Ekman transport. We have directly diagnosed
the magnitude of the bottom boundary flow/Kelvin wave mechanism of Spence et al. (2017) and shown that
if the bottom Ekman layer thickness is increased to 40–70 m on the continental slope (similar increases are
supported by observations, e.g., Fer et al., 2016), then the bottom layer temperature anomalies are compa-
rable to that found in the MOM025 and MOM01 simulations. We have also shown that the magnitude of
anomalous warming predicted by this mechanism is highly dependent on the climatological temperature
field over which the bottom boundary flow advects.

Since warming caused by the advection of isotherms strongly depends on the temperature gradient in the
bottom boundary layer, it is worthwhile to compare the model-generated temperature gradients to obser-
vations (as opposed to reanalysis products such as SOSE) where available. One of the few hydrographic
data sets that contain on-shelf observations along the WAP sector is the S04P line from the World Ocean
Circulation Experiment (WOCE; Chipman et al., 2013). We compare our results to the S04P line by inter-
polating the SOSE, MOM025, and MOM01 temperature fields onto the S04P station positions (indicated
in Figure 8a) transecting the WAP slope (Figure 11). This analysis reveals that the cross-slope temperature
gradient from WOCE observations is stronger than those produced in MOM01 and SOSE, although it is
weaker than MOM025 in the bottom layer. Thus, based on the temperature structure along this WOCE line,
we would expect warming produced by the Kelvin wave/bottom Ekman mechanism to be bounded by the
MOM025 and MOM01 results. However, our calculation is also affected by a number of other factors that
are independent of the static temperature fields. These factors are briefly described here.
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As mentioned above, warming due to the Kelvin wave/bottom Ekman mechanism is sensitive to the selec-
tion of the effective bottom Ekman layer depth, 𝛿∗ (equation (2)), although we showed that a common scaling
factor of 10 was able to capture the simulated temperature anomalies in both MOM025 and MOM01. Our
calculation also assumes that the along-bottom temperature gradient remains constant. In reality, this gradi-
ent will adjust over time due to advection, which could potentially alter the warming rate depending on how
the isotherms adjust. If isotherms are shifted away from the slope, then the temperature gradient at the slope
will weaken, reducing warming. Seasonality and short time scale variability of the temperature structure
may also change the progression of the temperature anomalies. In the model simulations along the WAP,
seasonal variability is relatively weak at these depths (not shown), so we suspect its effect would be small
in models. However, limited observations suggest that significant submonthly fluctuations in temperature
can occur elsewhere, for example, at depth in the Weddell Sea (Graham et al., 2013).

Subsurface warming generated by the Kelvin wave/bottom Ekman mechanism is also sensitive to the wind
anomaly imposed. The wind anomaly applied in our calculations (and in Spence et al., 2017) represents
an idealized, instantaneous, and time-independent weakening in the coastal easterlies over East Antarc-
tica, modeled on future projections of wind fields around the Antarctic margin. This wind anomaly drives
a drop in sea level over the Antarctic continental shelf, forcing a barotropic flow that leads to onshore bot-
tom Ekman transport. If we were to apply a reversal in the anomalous coastal wind direction, noting the
uncertainty in future projections of wind fields around the Antarctic margin, this would lead to subsur-
face cooling under the mechanism described here. We tested the reverse sign (easterly) wind anomaly in
the BT model configuration, and as expected, the results were exactly antisymmetric to the westerly wind
anomaly experiment. This antisymmetry is unsurprising since the BT model is linear, and we assume a lin-
ear response in the bottom Ekman arrest for our diagnostics. Including nonlinearities in the bottom Ekman
dynamics may lead to asymmetries between upslope and downslope flow and Ekman arrest times, resulting
in a warming or cooling nonlinearity between these two otherwise antisymmetric cases. The sensitivity of
the Kelvin wave/bottom Ekman transport mechanism to other variations in wind forcing will be the focus
of future work.

The duration of the wind anomaly will also affect the magnitude of subsurface warming produced. For stable
wind-driven velocity anomalies, warming will cease after a lag period corresponding to the Ekman arrest
time. However, our results do not show warming to cease because the wind-driven velocity anomalies have
not yet stabilized after 1 year. We do not consider times longer than 1 year in order to isolate the barotropic
effect in the Spence et al. (2017) simulations, which become increasingly unclear over longer times due to
confounding interior baroclinic processes.

Our diagnostic calculation considers only one of several possible mechanisms that can drive subsurface
warming on the Antarctic continental shelf. We have not considered, for example, changes to the temper-
ature structure due to tides and eddies, ice dynamics and ice-melt feedbacks, or mixing of warmer waters
from the bottom boundary layer into the ocean interior. In MOM01, warming concentrated at 108-m depth
is significantly larger than the warming simulated along the ocean floor (compare Figures 1b and 1c). This
suggests the Kelvin wave/bottom Ekman mechanism is not responsible for all of the shelf water warming
seen in MOM01.

Eddies may play an increasingly important role in the on-shelf heat transport of higher resolution models
(Graham et al., 2016). Much finer model resolution than we use here is required to resolve the baroclinic
radius of deformation on the continental shelf and capture the effects of eddies. Of the two GCMs exam-
ined here, the higher resolution model (MOM01) better simulates the observed water mass distributions,
although even this model does not resolve the baroclinic radius of deformation south of ∼60◦S (Hallberg,
2013). However, it should be noted that eddy heat fluxes can be expected to be somewhat weaker in regions
of steeply sloping bathymetry, because steep f∕H gradients pose a potential vorticity barrier to onshore
eddy transport (although troughs in the continental shelf can break this potential vorticity barrier, allow-
ing an alternate pathway for onshore eddy heat transport; Walker et al., 2007). In contrast to on-shelf eddy
transport, our mechanism maximizes where the shelf break is steepest (e.g., along the WAP sector, where
subsurface temperature anomalies and ice shelf mass loss are also observed to be maximum). This maximiza-
tion along steep regions of the Antarctic continental slope aligns with the concept of so-called “free modes,”
which provide a conduit for rapid communication of anomalies around the Antarctic continent along f∕H
contours (Hughes et al., 1999; Zika et al., 2013). The barotropic velocity fields we produce are consistent with
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previous studies wherein low-mode shelf waves, such as barotropic Kelvin waves, dominate large-scale
changes in sea level (e.g., Gill & Schumann, 1974).

Beyond its influence on subsurface temperature near the continental slope, the bottom Ekman mechanism
discussed here may also contribute to moving heat from the continental slope to the ice shelf front, as the
continental shelf is gently sloped and so vertical buoyancy forces will not arrest the flow. However, this
contribution may be small compared to other processes, such as lateral advection and mixing, which are not
restricted by strong bathymetric gradients on the shelf (unlike over the continental slope). The details of the
circulation on the continental shelf and in the vicinity of the ice shelves remains an important area of future
research. In particular, the introduction of dynamic ice shelf cavities, not included in our simulations, can
create circulation changes that bring strong inflows of warm water under the ice shelves (Jourdain et al.,
2017) and may change or amplify the ice shelf mass loss resulting from coastal circulation changes. The
interactions between the Kelvin wave/bottom Ekman transport we describe here, and the flow in ice shelf
cavities, as well as interactions with the ice shelves themselves, should be the focus of future work.

Lastly, any mode of variability that can influence Antarctic wind stress patterns or SSH anomalies on time
scales long enough for a barotropic signal to sufficiently develop (i.e., of order 50 days) may contribute to
changing subsurface temperatures around coastal Antarctica via the Kelvin wave/bottom Ekman mecha-
nism. Such modes of variability include ENSO (Ding et al., 2012; Purich et al., 2016; Turner, 2004), the SAM
(Thompson et al., 2011), or any feature of the atmospheric circulation that imprints a sustained wind stress
anomaly, such as deepening of the Amundsen Sea Low (Hosking et al., 2013; Raphael et al., 2015). For
example, during positive ENSO and positive SAM phases, increases in wind forcing near Antarctica drive a
largely eastward barotropic change in transport along closed f∕H contours (Langlais et al., 2015). This sug-
gests subsurface warming around Antarctica may be enhanced during periods of both positive ENSO and
positive SAM phases, due to an increase in bottom boundary layer advection caused by the strengthening of
the barotropic flow along f∕H contours.

Appendix A: Numerical Estimation of Temperature Anomalies
In this appendix we present the method used to calculate the temperature anomaly due to bottom Ekman
advection in equation (14). We assume that the initial state of the anomalous flow, ut0

, will arrest over the
time interval [t0, t0 + 𝜏0]. If the flow then changes to u = ut0

+ uΔt in an interval of Δt, the change in flow,
uΔt, will arrest over the interval [t0 + Δt, t0 + 𝜏0 + Δt].

The temperature advection accounting for arrest,
(

𝜕T
𝜕t

)actual

E
, is given by the temperature advection unaf-

fected by arrest,
(

𝜕T
𝜕t

)
E

, minus the same function with a lag of the Ekman arrest time, that is,

(
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𝜕t

(x, t)
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E
=
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)
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t ≤ 𝜏0,(
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(x, t)

)
E
−
(

𝜕T
𝜕t
(x, t − 𝜏0)

)
E

t > 𝜏0.
(A1)

For numerical approximation, the integral of temperature advection over the infinitesimal time, dt, is
replaced by the summation of the instantaneous temperature changes over the discrete time step,Δt, that is,

ΔT(t) =
M∑

i=1
ΔTi, (A2)

where M = t∕Δt and ΔTi is the temperature change in a single time step. For convergence of equation (A2)
we used a time step of Δt = 0.5 days. Sensitivity to the Ekman arrest time, 𝜏0(x, y), makes numerical esti-
mations complex since there will be some regions where 𝜏0 < Δt and others where 𝜏0 ≥ Δt. In steeper
regions, 𝜏0 is only a few hours in contrast to flat bathymetry areas where 𝜏0 approaches infinity. When the
current time, iΔt < 𝜏0, then advection continues and anomalous temperatures will continue to grow until
t reaches 𝜏0. Indeed, even if iΔt > 𝜏0, if there are further changes to the instantaneous barotropic veloc-
ity, then the flow will further adjust to these new velocity anomalies, and hence, the temperature advection
will change. We denote the temperature advection at the current time as R(t) ≡ −ū′

E · 𝛁T. In order to best
approximate the temperature change at the current time t, we consider the following regions.
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Figure A1. Schematic of temperature advection as a function of time. Solid thick lines represent R(t); shaded regions C
and D show the area of integration at the ith time interval, Δt, for (a) 𝜏0 < Δt and (b) Δt < 𝜏0 ≤ tf inal. In (b), n is the
number of whole time intervals within 𝜏0 with 𝛼 being the fraction of Δt remaining, such that 𝜏0 = (n + 𝛼)Δt.

Where 𝜏0 < Δt, we make the assumption that the change in temperature advection, ΔRi = Ri − Ri− 1, over
the interval Δt is constant. If Δri is the change in temperature advection over a period of 𝜏0 in the ith time
interval (see Figure A1), then the temperature change in the ith interval is given by

ΔTi = 𝜏0ΔRi −
1
2
𝜏0Δri +

1
2
𝜏0Δri−1, (A3)

= 𝜏0ΔRi −
𝜏2

0

2Δt
(ΔRi − ΔRi−1), (A4)

where we have used similar triangles to find Δri = ΔRi𝜏0∕Δt (see Figure A1a; the second and third terms of
equation (A2) are the regions denoted by B and C, respectively). This represents the temperature anomaly
within each time step, accounting for reductions due to arrested flows. Next, in regions where 𝜏0 ≥ Δt, then

ΔTi = Δt
Ri + Ri−1

2
, (A5)

that is, the temperature anomaly in these regions is a summation of the average temperature advection over
each time interval. Finally, for iΔt > 𝜏0 ≥ Δt, we let n be the integer number of time intervals in 𝜏0, and
𝛼 equal the fractional amount of time intervals remaining, such that 𝜏0 = (n + 𝛼)Δt. The temperature
anomaly over the ith time interval can then be estimated by

ΔTi = Δt
ΔRi

2
+ Δt

min(i,n−1)∑
𝑗=1

ΔRi−𝑗 + ΔtΔRi−min(i,n)

[
𝛼 + 1

2
(1 − 𝛼2)

]
. (A6)

The first term represents the temperature change due to variations in the temperature advection (shaded
region in the range (Ri− 1,Ri) shown in Figure A1b). The second and third terms represent the temperature
change due to the preexisting flow that has not yet arrested (shaded regions in range (Ri− 1,Rn) and (Rn,Rn− 1)
respectively; see Figure A1b).
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